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ABSTRACT

Networked control systems (NCSs) are traditional feedlocackrol loops closed through
a real time communication network. That is, in networkedtom@rsystems, communi-
cation networks are employed to exchange information f@efee input, plant output,
control input, etc...) between control system componesgagors, controllers, actua-
tors, etc...). NCS has become popular in the field of contreltd its distinct advantages
such as low cost, reduced weight, simple installation anidt@aance, resource sharing
and high reliability. As a result, NCS have great potentiahdustrial applications such
as manufacturing plants, smart grid, haptic collaborati@hicles, aircrafts, robotics,
spacecrafts and many others. NCS generally possess a dynatuie which results in
various challenges for researchers in terms of random tieteydpacket loss, multiple
packet loss, packet disordering, resource allocation amdiwidth sharing. It is well
known that the performance of NCS is significantly detetedadue to these commu-
nication uncertainties. If these challenges are not hangplleperly, they may result in
degradation of the system’s performance. Among all theseess time delay and packet
loss are considered to be crucial issues in NCS that degthdestability and control

performance of closed-loop control systems.

The delays may be constant, time-varying, and in most casedpom. The nature
of network delay mainly depends on the configuration of thmmainication medium.
If the communication medium is configured using lease linecept then the delays are
always deterministic in nature. And whenever the commuitinanedium is shared by
large number of devices then the delays are random in nalui®worth to mention
here that, the amount of time required for the data packedtavel from sensor to con-
troller and controller to actuator is defined as total nelwetalay. The controller mainly
suffers from sensor-to-controller delay. When such dedayansformed into discrete-
time domain it mostly possesses non-integer type of val@sh network delays in

discrete-time domain are defined as fractional delays winiay be either deterministic



or random in nature. So, itis important to compensate theeedf deterministic as well

random fractional delay in discrete-time domain at eachpdiagninstant.

Further, as mentioned above there are also possibilitiggciet loss during the
transmission of data packets from sensor to controller dsasecontroller to actua-
tor. The packet loss takes place due to heavy network loddionle congestion and
node competition. In discrete-time domain, the netwoikdted delay greater than one
sampling time is also considered as packet loss. The natulelay and packet loss is

mainly dependant on configuration of network medium.

In recent years, many algorithms have been studied for #iglity analysis and
control design of NCS in discrete-time domain that incluskese feedback controller,
H,,, Model predictive controller and sliding mode controlléc.e Among them Slid-
ing Mode Controller is one of the robust control algorithnezéuse of its invariance

properties to parameter variation and uncertainties.

This thesis presents novel algorithms for designing Disetiene Sliding Mode
Controller (DSMC) for NCS having both types of fractionallaes i.e. determinis-
tic and random alongwith different packet loss conditiaes isingle packet loss and

multiple packet loss.

KEYWORDS: Networked control system, Discrete-time sliding mode oant

Fractional delay, Packet loss, Multi-rate output feedback
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CHAPTER 1

INTRODUCTION AND LITERATURE SURVEY

1.1 Introduction

1.1.1 Overview of Network Control System

The advent of communication networks, introduced the cpinoéremotely control-
ling a system, which gave birth to Networked Control SystéNSSs). The classical
definition of NCSs can be as follows: When a traditional feskbcontrol system is
closed via a communication channel, which may be shared atitar nodes outside
the control system, then the control system is called a Nd&t@ontrol System (NCS)
(Ling et al., 2007). An NCS can also be defined as a feedback control syskemein
the control loops are closed through a real-time networkpt@and Chow, 2010; Asif
and Webb, 2015). The defining feature of an NCS is that inféiomgreference input,
plant output, control input, etc...) is exchanged usingtavoek among control system
components (sensors, controllers, actuators, etc.guré&i(1.1) shows the conceptual
model of the NCS. The networked medium can be wired or wisaliepending on the
type of the applications. In NCS, when any form of data thdatassmitted through
wires then such medium is called as wired network while whanfarm of data that
is transmitted without use of electrical conductor therhsmedium is called as wire-
less network medium. The main advantage of using wired nmedsudata security,
while the main advantage of using the wireless network nmmadsuto get rid of wires
when NCS architecture is complex. In NCS the wired commuiuinas carried out
through CAN, Switched Ethernet, Ethernet, Profibus and iebfietworked medium
while wireless communication is done through Wirelss LANy&Mss PAN, Wireless

MAN or Wireless WAN (Asif and Webb, 2015).
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Figure 1.1: Conceptual model of NCS
(Gupta and Chow, 2010)

1.1.2 Structure of Network Control System

In general there are two major types of control systems tiil@aicommunication net-
works: (1) shared-network control system and (2) remotérobaystem. Figure (1.2)
shows the architecture of shared network control systeroaritbe noticed that using
shared-network control system the transfer of informatrom sensors to controllers
and control signals from controllers to actuators can gyeatiuce the complexity of
connections and provides more flexibility in installatiease of maintenance and trou-
bleshooting. Moreover, it also provides the communicatimong control loops [Gupta
and Chow (2010), Zhang al. (2013), Zhaoet al. (2015)]. This feature is extremely
useful when a control loop exchanges information with otteartrol loops to perform
more sophisticated controls, such as fault accommodandrcantrol. Similar struc-
tures for network-based control have been applied to aubdewand industrial plants.
The other control system that utilizes the network mediuremsote control system. In
remote control system, the place where central contralénstalled is called a local
site and the place where plant is installed is called a rewsitdée The data transfer be-
tween local site and remote site is done through commupicatetwork. Sometimes
the remote control system is also defined as tele-operatintrat system. There are
two general approaches to design an NCS using remote cegt@m: (i) hierarchical
structure and (i) direct structure. In hierarchical stave there are several subsystems

that are connected to central controller through commttioicaetwork. Each subsys-
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Figure 1.2: Shared structure of NCS
(Gupta and Chow, 2010)

tem contains sensor, actuator, and controller by itselfegctied in Figure (1.3). In

this case, a subsystem controller receives a set point frencéntral controllet’,,.

The subsystem then tries to satisfy this set point by its€lfie sensor data or status

signal is transmitted back via network to the central cdi@roFigure (1.4) shows the

Set point

Status or
Signal
measurement

Figure 1.3: Hierarchical structure of NCS
(Gupta and Chow, 2010)

block diagram of direct structure. In this case, the senadractuator are attached to

a plant, while a controller is separated from the plant by tavagk connection. The

sensor transmits the signal to the controller through theord and controller sends

back the processed control signal to the plant via actuatough the network. This

type of configuration is used mainly in the process industied haptic surgery. Many

complex network control system use the combination of bloghstructures defined as

hybrid structure.
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Figure 1.4: Direct structure of NCS
(Gupta and Chow, 2010)

1.1.3 Concernsin Network Control System

The presence of communication medium in network controlesydeads to several

natural issues such as:

e Time delay: In network control system time delay is one of the cruicsaue.

The time required for the data to travel within the networldefined as time
delay. The nature of time delay depends on the various fastach as network
configuration, distance of communication between planicamdroller, baud rate,
network characteristics and network topology. The timayehln affect the per-
formance of the system in all the structure of NCSs (sharextatchical and

direct).

Packet L oss: The next serious issue that affect the performance of N@&aket

loss. The packet loss is mainly caused due to congestioworletraffic and

jitter problems. Whenever the data transmitted from seasoontroller through
the network and fails to reach the destination then suchitionds defined as
packet loss condition. In NCS there are two types of paclest [6) single packet
loss and (ii) multiplepacket loss. In some of the models ofS\tGe packet loss
situation are interlinked with time delay parameter. Theke# loss situation
occurs in all the structure of NCSs (shared, hierarchicdldirect).

Packet disorder: The packet disorder isssue is generally caused in wirbl€s
due to heavy traffic, congestion or jitter. In wireless NG tommunications
takes place in the form of small packets. So, in order to hagcere communi-
cation each packet is provided with a unique identificatiomhber in the header.
While transmission if any packet is loss and fails to reachatlestination packet
disorder situation takes place. If these disorder is naected then it severely af-
fects the performance of the system. This situation takasegh all the structure
of NCSs connected wirelessly.

Bandwidth Sharing: This issue mainly occurs in the shared structure or hier-

archical structure of NCSs. Both these structures prowvidedglexiblity of con-
necting large number of devices (such as plant, contr@kmsor and actuator)
through a common network medium. So, as the number of deulcesases

4



the bandwidth sharing is also increased which in turn calesser transmission
speed, congestion problem, jittering problem or netwottkaffic problem. This
may cause further instability in the system.

e Security: The security issue is one of the major concern in NCS whemcohe
munication is done without wires. In wireless communictibare are chances
of hacking due to which the false data is generated at theatertside and may
cause the instability in the system. This issue needs to el very appropri-
ately when the communication is done through shared steictuhierarchical
structure of NCS.

1.1.4 Advantagesand Applications of NCS

For many years now, data networking technologies have begelywvapplied in in-
dustrial and military control applications. These applmas include manufacturing
plants, automobiles, and aircraft. Connecting the corslystem components in these
applications, such as sensors, controllers, and actyaiara network can effectively
reduce the complexity of systems, with nominal economioastments. Furthermore,
network controllers allow data to be shared efficientlys kasy to fuse the global infor-
mation to take intelligent decisions over a large physipake. They eliminate unnec-
essary wiring. It is easy to add more sensors, actuators@mtdoders with very little
cost and without heavy structural changes to the whole systéost importantly, they
connect cyber space to physical space making task exedttiora distance easily ac-
cessible. These systems are becoming more realizable émdblyave a lot of potential
applications, including space explorations, terresteiglloration, factory automation,
remote diagnostics and troubleshooting, hazardous enmieats, experimental facil-
ities, domestic robots, automobiles, aircraft, manufactuplant monitoring, nursing

homes or hospitals, tele-robotics, smart grid etc....

1.2 Literature Survey

Due to its distinct advantages NCS has become popular indluedi control for indus-
trial applications. Also NCS has become an active reseangic among international
researchers fraternity due to its wide applications. NCsegadly possess a dynamic
nature which results in various challenges for researchéesms of random time delay,

packet loss, multiple packet loss, packet disorderingyune allocation and bandwidth
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sharing. If these challenges are not handled properly, ey result in degradation of

the system’s performance. Among these challenges, tinag deld packet loss are con-
sidered to be crucial issues in NCS that causes potenttakitisy.

The next section represents the concise literature sueggyding the compensating the
effects of network delay and packet loss in continuous-tim®ain and discrete-time

domain.

1.2.1 Continuous-timedomain

Various researchers (Luck and Ray (18%), Luck and Ray (1996 1994), Chan
(1995), Yuet al. (2000), Kimet al. (2002), Montestruque and Antsaklis (2003), Yue
et al. (2004), Yang (2006), Godoy and Porto (2010)getal. (2010), Vardhan and Ku-
mar (2011), Urbaret al. (2011)) have laid their sincere efforts for designing dfet
control algorithms that compensates the effect of netwetkyd In the early stages of
NCS, when modelling of random time delay was difficult to aftethe most appropriate
approach was to treat the random time delay as constant \ahectalled as determin-
istic delays. Luck and Ray (19aM) introduced the concept of compensating the time
delay in continuous-time domain. They compensated theteffetime delay by in-
troducing the receiver buffer at the controller and actuaitde. The size of the buffer
was equal to sensor to controller delay and controller taaot delay. The proposed
methodology was tested under IEEE 802.4 network test besidenng the determin-
istic types of delays. Later on (Luck and Ray, 1890994) designed predictor-based
compensator in which observer was designed to estimatddahegiates and predictor
was used to predict the control sequences based on the passignals. The FIFO
buffer was set at the controller side and actuator side toa¢s the past output mea-
surements as well as control measurements. The size of ffex tuas set according
to the upper bounds of sensor to controller delay and cdetr actuator delay. They
also tested the efficacy of the proposed algorithm on IEEE40&tworked medium.
Chan (1995) designed conventional form of memory feedbackroller based on de-
lay compensation method. i al. (2000) designed multiple step delay compensator
for NCS in the presence of dynamic noise and measuremergsindismet al. (2002)
modelled an NCS as a switched system with constant inpuyslatad derived the suffi-

cient conditions for the system stability using piecewisetnuous Lyapunov methods.



Montestrugue and Antsaklis (2003) designed state feedizaukoller that compensates
the effect of deterministic network delays in continuoimsetdomain. Yang (2006) pro-
posed the state feedback controller in the presence of netletays in continuous-time
domain. They proposed ZOH model at controller and actuadiert® compensate the
effect of network delay. They also assumed that the sensionésdriven device while
actuator is event driven device. Godoy and Porto (2010)gdesi PID controller to
compensate the network delay and validate the feasibilitpotroller through DC mo-
tor as plant and CAN (Control Area Network) bus as networkestlionm. Liet al.
(2010) designed a method for internet-based network closystem in a dual rate con-
figuration to achieve load minimization and dynamic perfante specifications. The
remote PID controller was design which regulates the oufjgabrding to desirable
reference and adopts the lower sampling rate to reduce #uedo the network. The
performance of the system was validated for fixed networ&yazel

In view of this, an increasing number of researchers begavéstigate different con-
trol methodologies for NCSs with random or time varying gelaZzhanget al. (2001)
proposed the stability criteria for NCS having network gelahorter as well as longer
than sampling interval. They also proposed state feedb@ukaller using conventional
estimator technique that compensates the effect of netdalgys having time varying
nature. Similarly, Walslet al. (2002) proposed the mathematical model of NCS con-
sidering time varying network induced delay. They derivied stability criteria for
general NCS in continuous-time domain based on TOD (tryeafiscard) algorithm.
Yueet al. (2004) designed state feedback controller in the presetoa®varying net-
work delays. They assumed that the network delays are lgsseisampling interval.
Tipsuwan and Chow (2004) proposed the concept of extermakgheduling via GSM.
The GSM was used to adjust the controller gains externatlyeatontroller output with
respect to the current network traffic conditions withowérmupting the internal design
of controller. The network delays in the forward channel &®tiback channel were
modelled using RTT approach. Ji and Kim (2005) proposeé $taidback control with
estimator to compensates the effect of time varying netwietky in the presence of
matched uncertainty. They tested the efficacy of the praposatroller using Ether-
net as a network medium. Ma and Zhao (2006) derived the #yatiteria for closed
loop NCS using the average dwell time approach and piecelwigpunov function

method. They designed state feedback controller with estinthat takes care of sen-



sor to controller delay. Peng and Yue (2006) designed the s&adback controller
for NCS considering time varying network delay in the statied matched uncertainty.
Gaoet al. (2007) proposed a new time delay system approach which iosntaulti-
ple successive delay components in the plant states and basthat they designed
the H,, controller to overcome the effect of these state delays. eLial. (2007) de-
signed network predictive controller to overcome the effexf random network delay
in continuous-time domain. The effects of random delayssvwoempensated through
network delay compensator placed on the actuator side. @tiweork delay chooses the
control input values from the control latest predictionssace. Cuellaet al. (2007)
proposed an observer based predictor using the Pade amartooxi technique for time
lag processes. Sun and Xu (2009) modelled the random tinagsleking stochastic
approach in continuous-time domain. They used Markov jumgar systems approach
to model sensor to controller random delay while contrdlbeactuator delay was as-
sumed to be constant. Yuhong and Yeguo (2010) designedfetatback controller
considering time varying network delay in the states andguidhe closed loop NCS
stability using LMI approach. Onet al. (2010) designed a state feedback controller
based on a modified Smith predictor which stabilized thetptathe presence of dead
time. Vardhan and Kumar (2011) used smith predictor algorito compensate the
effects of time varying network delays in continuous-tinoergin. Urbaret al. (2011)
studied the effect of network delays in wired and wirelessvoeked medium using
PID controller. They used CAN protocol for the wired comnuation and Zigbee
protocol for wireless networked medium. Similarly, Ridwamd Trilaksono (2011) de-
signed thef ., state feedback controller assuming all states variablenagsurable in
the presence of time-varying network delays. Vallab&aad. (2012) have used the an-
alytical framework approach for compensation of randonetaelay and packet loss.
Hikichi et al. (2013) worked on continuous-time delay compensation ugredictors
and disturbance observer for designing a PID controller.eHal. (2013) designed a
sliding mode intermittent controller for bidirectionalsagiative memory (BAM) using
neural networks with delays. Catal. (2014) used a pole placement method for com-
pensating the time delay in the continuous-time domain. dlgerithm was designed
for the CAN type deterministic networked medium. Recentlygt al. (2014) solved
the time delay problem by using the Smith predictor algonitifhe method was veri-

fied over wireless sensor networks (WSN) connected betwesecantroller output and



plant input. Recently, Khanesar al. (2015) modelled the random time delays using
a uniform probability distribution function in continuotisne domain. Saravanakumar
et al. (2016) proved the stability using a Markovian Jump apprdacheural networks

having varying time interval delays.

1.2.2 Discrete-timedomain

Like continuous-time domain, many researchers (JacanttiScarano (1993), Nilsson
et al. (1998), Shousong and Qixin (2003), Zhivoglyadov and Mithe(2003), Yue
et al. (2005), Zhacet al. (2008), Gou (2009), Xiong and Lam (2009), ¢tial. (2014),
Guoet al. (2014), Yaoet al. (2014), Argheet al. (2015)) have also tried to focus their
work in discrete-time domain. Jacovittiand Scarano (1@98posed various time delay
estimation techniques for discrete-time systems. Nilss@h. (1998) used stochastic
approach to design state feedback controller for time ngrgetwork delays in discrete-
time domain. Similarly, Shousong and Qixin (2003) also ustedhastic approach for
designing optimal controllers for NCS. They assumed thatréimdom network delays
are greater than sampling interval. Zhivoglyadov and Mt (2003) proposed state
feedback observer technique for linear network contrdiesydo compensate the effect
of random delays. Yuet al. (2005) provided the model of NCSs with random network
induced delay in discrete-time domain. They desighid controller to compensate
the effect of random delays in the presence of matched wert Zhaoet al. (2008)
designed integrated predictive controller for networkedtml system. The predictive
controller is applied to generate the control predictiamsdach delayed sensing data
and previous control information. They also designed tine tielay compensator at ac-
tuator side that actively compensates the forward charelal/dvhen control action is
taken. Gou (2009) designed the state feedback controltBsanete-time domain based
on variable-period sampling approach for random netwot&ydein NCS. Xiong and
Lam (2009) introduced the concept of ZOH model at contraled actuator side that
compensates the effect random network delays in disdreedomain. The proposed
ZOH model has an capability of choosing the newest contmmltinYanget al. (2010)
proposed discrete-time sliding mode observer that estigrtae random delay and com-
pensates its effect in the presence of matched uncertdinst al. (2014) designed a

sliding mode predictive control for compensation of delayinetworked control sys-



tem using a Kalman Predictor. They considered networkeaydedre random in nature
with an integral multiple of sampling interval. Guwbal. (2014) considered the state
estimation problem for wireless NCS. The sliding mode oleewas designed to solve
the state estimation problem considering stochastic teiogy and time delay. Yao
et al. (2014) designed a robust model predictive control (RMP@) state observer for

a class of time varying systems under input constraints sscmatched uncertainty.
Arghaet al. (2015) designed stochastic type sliding mode controllat tompensates
the effect of random networked delay with values lesser faampling interval.

Various researchers (Nilssehal. (1998), Zhivoglyadov and Middleton (2003), Zhang
et al. (2005), Yanget al. (2006), Gou (2009), Shi and Yu (2009), Dong and Kim (2012),
Geet al. (2013), Argheet al. (2015)) have also laid their sincere efforts to model ran-
dom time delays in last decade. Among them Nilseioa. (1998) introduced the time
stamp technique to model the random time varying networladyd Shousong and
Qixin (2003) used stochastic approach to model the randdamonke delays. Zhang
et al. (2005), Gou (2009) as well as Dong and Kim (2012) modelledoamtime de-
lay using the concept of Markov Chain process in discretetdomain. They have
used two state Markov chain model to describe sensor toatartdelay and controller
to actuator delay. While, Yang al. (2006) modelled random networked delay using
Bernoulli’s distributed white sequence approach. Shi and2009) modelled random
delays using Markov chain process and designed output &kdtontroller to han-
dle the effects of random delay. @eal. (2013) used an independent and identically
distributed approach to model the time varying networkelhydand proposed state
feedback controller. Recently, Argleaal. (2015) proposed Bernoulli's white sequence
approach for modelling the random time delay and proposdohglmode controller in

the presence of random time delay and matched uncertainty.

1.2.3 Packet losses

As mentioned above, there are also possibilities of padsst during the transmission
of data packets from sensor to controller as well as coeiradl actuator. The packet
loss takes place due to heavy network load, network corayeatid node competition.
In NCS there are two types of packet losses (i) single paadss &nd (ii) multiple

packet loss. The single packet loss situation generallyrsoghen the communication
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of data transfer is done over a shorter distance and mufiguket loss situations gen-
erally occurs when communication of data transfer is dorex aMonger distance. In
the research works (Zharey al. (2001), Yueet al. (2005), Zhanget al. (2005), Yang
et al. (2006), Hespanhat al. (2007), Gupteet al. (2007), Wu and Chen (2007), Shi
and Yu (2009), Zhu and Yang (2009), Niu and Ho (2010), Dong tkaimal (2012), Ge

et al. (2013), Wen and Gao (2013), k& al. (2014), Khanesaet al. (2015), Argha
et al. (2015), Songet al. (2016)), mathematical model is proposed assuming that the
packet loss within the communication medium occurs whewaowt delay is greater
than sampling interval. Zharegal. (2001) consider the deterministic single packet loss
model with packet dropouts occurring at an asymptotic réte.et al. (2005) designed
single and multiple packet loss model in context with randwtwork delays. They
assumed that whenever the controller and actuator are dateghthe data packet loss
takes place for that sampling interval. Zhaat@l. (2005) considered the packet loss in
correspondence with random time delay model. They also ma@daeralized assump-
tion that when the delays are greater than sampling intémeadata packets will be lost
at the controller side. Similarly, Yang al. (2006) also considered the same packet
loss approach while modelling the random time delays. Hespet al. (2007) used
Bernoulli’s probability distribution function to derivéé mathematical model of single
packet loss as well as multiple packet loss. In both the cimesituation of packet
loss was considered when the network delay is greater thaplse interval. Gupta
et al. (2007) designed optimal LQG controller that compensateseffect of packet
loss occurring within the network. Similarly, Wu and Che0@2) used the concept of
the state estimation to compensate the effect of packetradiscrete-time domain in
NCS. Shiand Yu (2009) assumed the packet loss situatiorwioldelling the random
time delays using Markov’s chain process. Zhu and Yang (R8@Signed state feed-
back controller with multiple-packet transmission. Theggosed the model of NCS
with multiple packet transmission and given mathematicatiet of packet dropout in
sensor to controller channel and controller to actuatonehh Niu and Ho (2010) de-
signed the compensator using probability function thatpensates the effect of packet
loss within the network. Dong and Kim (2012) used Dirac detabability function
to derive the mathematical model of packet loss assumingititge packet loss sit-
uation. Wanget al. (2013) used the concept of polytopic-uncertainty-base¢d daft

to model the packet loss occurring in sensor to controller @ntroller to actuator.
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They designed thé/., controller to compensate the effect of random time delay and
packet loss. Wen and Gao (2013) proposgd controller for NCS in multiple packet
transmission with random delays. They modelled multiplekpausing markov’s chain
process. Liet al. (2014) designed sliding mode predictive controller undeitiple
packet transmission policy. Khaneshal. (2015) derived the packet loss model using
the concept of uniform distributed probability functiontivsingle packet loss assump-
tion. Arghaet al. (2015) included the random packet loss situation while mioggthe
random time delays using Bernoulli’s distribution. Re¢grfonget al. (2016) have
proposed the packet loss model using Markov chain procdssnibdel was validated
for a single packet drop as well as successive packet drdyey. @roposed discrete-time
integral sliding mode controller using the proposed modedampensate the effects of

packet loss.

1.2.4 Output feedback

The above all literatures, discusses about design of dersdased on the state in-
formation method. The major disadvantage of these coetsoi$ that, its performance
depends upon the availability of state information. In @as applications of NCS such
as missile guidance control, aircraft control, chemicaluistries and automobile sec-
tors it is not mandatory that all the states information igilable. In such cases, itis
better to design the controller based on output feedbackadetThe main advantage
of this method is that, the performance of controller degasdthe availability of out-
put information which is always available. Recently, ma@gyaarchers have paid much
attention on designing the controllers based on outputb@ekdapproach in NCS. Mu
et al. (2004) proposed Luenberger output feedback based cartfoll discrete-time
networked systems. The controller consists of two parttate ®bserver that estimates
plant states from the output when it is available via netwarld a model of the plant
that is used to generate the control signal when plant oigmdt available. Similarly,
Hespanha and Naghshtabrizi (2005) designed observer hasetherger output feed-
back to deal with these problems for anticipative and noiciguaitive control unit in
continuous-time domain. Shi and Yu (2009) proved the stglmf NCS with random
time delays using output feedback method. Zhang and Xial(R@lko designed pre-

dictive controller that compensates the effect randomydatathe presence of matched
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uncertainty using output feedback approach. Yu and Ants#R011) introduced the
concept of event triggered for designing output feedbacitrotier in NCS in the pres-
ence of time varying network delays. Zhadgal. (2013) designed output feedback
sliding mode controller to study the effect of variable tiohelay in the presence of
matched uncertainty. Jungesisal. (2013) proved stability of NCSs including global
time varying networked delay. They designed controlleebas dynamic output feed-
back approach dependent on estimation of time varying dSayilarly, Wanget al.
(2013) designed output feedbaék,, controller for NCSs with packet dropouts, net-
work induced delays and data drift. They introduced poltemcertainty based data
drift to model closed loop NCSs which include random timeagiehnd packet loss.
Qiu et al. (2013) designed robust output feedback controller for Ty based affine
systems with unreilable communication links with multigdackets-dropout. Later,
Honget al. (2014) designed conventional observer using output fesdapproach for
wireless NCSs with time varying network delays and packepduts. They modelled
wireless NCS using asynchronous dynamic system with agsombat time varying
network delays can be more or less than sampling intervalet dl. (2014) designed
multiple dynamic output feedback controllers for netwatrkentrol systems in the pres-

ence of random time delays and packet loss.

It is worth to mention here that, the time required for theadadckets to travel from
sensor to controller and controller to actuator is definetb&sd network delay. When
such delay is transformed into discrete-time domain it lggsbssesses non-integer
type of values. Such network delays in discrete-time doraeendefined as fractional
delays. The networked control system has sensor to caertfadictional delay present
in the feedback channel and controller to actuator fraeligielay present in the for-
ward channel. The nature of both these fractional delaysmtpon the type of the
communication medium. In NCS, when the data packets areaeged through real
time communication medium the network delay always havdrdmional delay. So,
it is important to compensate the effect of deterministid eandom type of fractional
delay in discrete-time domain at each sampling instant énpitesence of packet loss

and matched uncertainty.
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1.3 Thesiscontribution

This thesis contributes mainly following:

e Firstly, a novel discrete-time sliding surface is propossthg the compensated
state information and proposed a design of discrete-tidenglmode controller
that encompasses deterministic type fractional delay anglespacket loss. The
Thiran’s approximation technique is used for compensdtiegleterministic type
of fractional delays. Two types of Discrete-time Sliding ddoControllers are
proposed that is Switching type and Non-switching type DSNIG: conditions
for stability of the closed loop system using proposed aileirare derived using
the Lyapunov approach. The algorithms are checked withlaimona also vali-
dated by the experimental results on servo system for vapgetformance param-
eters. The proposed algorithms are also compared with otional sliding mode
controller using CAN and Switched Ethernet as network neditihe robustness
properties of the algorithm are also checked with slowlyiay matched uncer-
tainties.

e The above algorithms are using the state information foctmaroller design but
in most of the control scenario only the output informatismavailable. The the-
sis incorporates the multi-rate output feedback approacthe state estimation
in the closed loop. The main advantage of using multi-ratputufeedback is
that the error between estimated state variables and attialvariables goes to
zero once the output sample is available. The proposed-naidtioutput feed-
back discrete-time sliding mode controller also perforngdl i the networked
environment.

¢ Next, the thesis proposes the discrete-time sliding sertsign for the random
fractional delay and single packet loss that occur withenghmpling period. The
random delay is compensated using Thiran’s approximagicmtique in the pres-
ence of packet loss situation. The random fractional dedayadelled by Pois-
son’s distribution function and Packet loss are modelle@ésnoulli’'s function.
The closed loop stability is proved using the Lyapunov fiorct The efficacy of
proposed novel non-switching type of DSMC is endowed by &tmn results
and also experimentally validated by servo system.

e Further, the proposed algorithms extended for the randantiénal delay with
multiple packet loss situation. The simulation as well expental results with
various fractional delay situation and matched unceisrghow the efficacy of
the proposed algorithms.

1.4 Thesisstructure

The thesis is structured as follows:

e Chapter — 1 briefs about introduction and literature survey for NCSe Thap-
ter discusses a brief introduction of NCS with conceptuatiet@nd different
stuctures of NCS. Various issues related to NCS are alsassd.
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Chapter — 2 discusses the Preliminaries of Networked Control Systearial-
ing Mode Control. In this chapter a basic block diagram of N@® different
types of time delays that affect the performance of the systee discussed. The
origin of sliding mode controller in continuous-time domaind discrete-time
domain are also briefly discussed. Lastly, various chaiergf NCS with SMC
are also highlighted.

The main contribution of thesis design of discrete-timdisty mode control for
deterministic type fractional delay is mentioneddihapter — 3. In this chapter,
the compensation of determinitic fractional delay is stddhrough Thiran’s Ap-
proximation in the sliding surface. The discrete-timeislgdmode control law is
derived using proposed sliding surface with switching tsgseching law. Further,
the stability of the closed loop NCS is proved through Lyapuapproach. The
efficacy of the proposed algorithm is tested under simutagioviornment and
experimental enviornment.

Chapter — 4 briefs about the designing of non-switching type disctetes
sliding mode controller in the presencce of deterministactional delay and
matched uncertainty. In this chapter, the design of codmlis based on sliding
surface derived using Thiran Approximation. Further, ttadgity of the closed
loop NCS is proved through Lyapunov approach that ensueeBrtite time con-
vergence of system states within the specified band. Thaeyfiof the proposed
algorithm is tested under simulation enviornment, expental enviornment and
real-time networks.

Chapter — 5 describes the design of discrete-time sliding mode contsolg
multirate output feedback approach with fractional delagnpensation. In this
chapter, the control signal is computed based on the outpasurements avail-
able at the controller side and the fractional delay is campted using Thiran
approximation. The stability of the closed loop NCS withided control law is
proved using Lyapunov approach. The simulation resultcareed out in the
presence of network delay and matched uncertainty in oalprdve the effec-
tiveness of proposed algorithm.

Chapter — 6 describes the design discrete-time sliding mode contrfalaan-

dom communication delay and packet loss. In this chapterctimpensation
of random fractional delay is studied using Thiran’s Appnaation with packet
loss condition. The mathematical models of random fraeticielay and single
packet loss are derived using stochastic approach. Theedatiscrete-time slid-
ing mode control law is verified through simulation and inmpéntation results
in the presence of random fractional delay, packet loss atdhrad uncertainty.

Chapter — 7 discusses the mathematical model of multiple packet lodslan
sign of discrete-time sliding mode control for multiple gattransmission. In
this chapter, the discrete-time sliding mode control law@signed in the pres-
ence of multiple packets transmission. The multiple paldestis modelled using
probability function. The efficiency of the proposed algjom is verified through
simulaton and experimental results.

The concluding remarks along with future scope and chadisage mentioned in
Chapter — 8. In this chapter, final comments and future scope of disdrete
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SMC algorithms are discussed. Lastly, various challengeslao listed that are
still remain unsloved in network control system domain.
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CHAPTER 2

PRELIMINARIESOF NETWORK CONTROL
SYSTEM AND SLIDING MODE CONTROL

2.1 Introduction

In this chapter, we introduce the concept of Networked Gir8ystem (NCS), the ir-
regularities such as time delay and packet loss that oacting INCS. We also discussed
the various control methods available for NCS. This chapksw presents the concept

of sliding mode control alongwith literature survey on SM£ NCS.

2.2 Networked Control System (NCS)

NCS is mainly classified in three structures: (i) shared oétwtructure, (ii) hierarchi-
cal network structure and (iii) direct network structurégu¥e (2.1) shows the block
diagram of typical network control system with direct netwestructure. In this struc-
ture, the sensor, plant and actuator are connected to denttrough communication
network. The communication network in NCS transfers tha dathe form of packets.
The thick lines indicates the continuous-time data sigrialenthe dotted lines indicates
discrete-time data signals. As shown in Figure (2.1) tha dggnal transmitted from
sensor to controller through the network is called as feeklbhannel while the control
signal transmitted from controller to actuator throughghme network is called as for-
ward channel. In NCS most of the applications are based cgrsiemsitive parameter.
So, in such cases, if the network delay increases beyonaléshce limit the plant or

the device can either be damaged or gives inferior perfocean

2.2.1 Delaysand Packet Lossin NCS

In NCS there are four types of time delay (i) sensor to coldralelay, (ii) controller to

actuator delay, (iii) computational delay and (iv) prodegsielay. The sensor to con-
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Figure 2.1: Block Diagram of Network Control System

troller delay is present in the forward channel and corgrat actuator delay presentin
the feedback channel. The time required for the data toltfau@ sensor to controller

is called a sensor to controller network delay. And simylainle time required for con-

trol signal to travel from controller to actuator is calleg¢@ntroller to actuator delay.

The combination of both these delays are defined as netwtaksierhe computational

delay and processing delay are caused due to the presermesof,scontroller and ac-
tuator. So they are also defined as the system delays.

The combination of system delays and network delays is défasetotal delay and

mathematically it is represented as:

T, =T+ Tp, (2.2)

where,r is the total network delay ang is the system delays.

The mathematical representation of total network delaysystem delay is given as:

T = Tse¢ + Teas (22)

Tp = Tsp T Tep T Taps (2.3)

where,,. is sensor to controller delay,, is controller to actuator delay,, is actuator
processing delay., is controller computational delay ang, is sensor processing de-

lay.
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In NCS it is always assumed that the effect of system delgysafe negligible com-

pared to network delays). So, Eqn. (2.1) can be written as,

T =T. (2.4)

Thus, from above Egn. (2.4), it can be noticed that when ige hetworks are not
considered in NCS the total network delays are always equédtal delay. These
network delays can either be deterministic or random inneatu

The nature of the network delays)(depends upon the configuration of networks while
the system delaysr) are always deterministic in nature. When the communioatio
takes place using the concept of lease line then networlsiétaare deterministic in
nature. And when the communication medium is shared by latweber of devices
then network delaysr{ are random in nature.

A natural assumption on network delays can be made as,

T < h, (2.5)

Or

TS TS Ty (2.6)

where,h is sampling intervals; is lower bound of delay and, is upper bound of delay.
Observing condition (2.5) and (2.6), it can be concluded tt@network delay should
always be bounded. During transmission if the packet gdesydd or fails to arrive
at the destination within the specified condition (2.5) a2®), then such packets are
considered as lost packets within the network.

In NCS, the packet loss occurs either in the forward channfgdemlback channel. The
packet loss are broadly classify in two different categobased on the distance of
communication: (i) If the distance of commmunication is & the data transfer in
NCS takes place in the form of frames. Such frame when loshguransmission,
is treated as single packet loss. (ii) If the distance of comication is longer, the
same frame is breakdown in the form of small packets. Sucketsevhen lost during

transmission are defined as multiple packet loss.
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2.2.2 Sliding Mode Control with NCS

Many researchers have proposed different controller dasigthodologies in discrete-
time as well continuous-time domain for NCSs such as Gaire@dler Middleware
[Tipsuwan and Chow (2004)F{ .. [Yue et al. (2005)], State Feedback [[Peng and Yue
(2006)] [Gaoet al. (2007)], Sliding Mode Controller (SMC) [Mehta and Bandydpa
hyay (2009)], Adaptive Controller [Vallabhast al. (2012)], Smith Predictive [Hikichi
et al. (2013)], Back-stepping Controller [¥t al. (2014)], fuzzy-based sliding mode
control [Khanesagt al. (2015)] etc... Among all these controllers SMC has been an
active research area in the field of NCS because it has ataligject the disturbances
which makes it more robust.

In past few decades many researchers have tried to impleime@MC algorithm in
various ways to compensate the effects of network delay ackigh loss in NCSs. Wang
et al. (2011) proposed variable structure control algorithm iimietdelay system. They
proposed the controller based on the concept of smith geediGao (2013) designed
integral type of sliding mode control in continuous-timean in the presence of vari-
able time delay and matched uncertainty. They proposenhglidode compensator in
reaching law that compensates the effect of variable n&tadelay. Goyakt al. (2015)
designed fuzzy-based sliding mode control in continuaug-domain. They consid-
ered the state-based delay rather than control input dé¥&gently, Khanesaat al.
(2015) proposed indirect fuzzy based sliding mode contr@lantinuous-time domain
for NCS. The effect of random time delay was compensatedjudade approximation

and packet loss was compensated using probability disimiiofunction.

With the rapid development in digital controllers, varioesearchers have contributed
their work in discrete-time domain. The main advantage sfgteng the controllers in
discrete-time domain is that the effects of control sigraal be observed very clearly at
each sampling instant. Moreover, in case of NCS since theraamtation is carried out
in digital signal form so it better to design SMC in discrétee rather than continuous-
time domain. Xiaojuan and Jinglin (2010) designed fuzzyeldasiding mode control
for NCS and studied the effect of time delay using Ethernet astwork medium in
discrete-time domain. Niu and Ho (2010) designed slidinglencontrol that compen-
sates the effect of single packet loss using probabilityridigtion function. Yinet al.

(2011) designed adaptive based sliding mode control in tesgmce of variable time
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delay and uncertainties. They considered sensor to ctertdslay and transformed the
control signal into non-delayed form using fuzzy fusionteysin discrete-time domain.
Zhanget al. (2013) designed output feedback based sliding mode controllstudy
the effect of variable time delay in the presence of matchme@rainty. Liet al. (2014)
designed sliding mode controller using Kalman predictothia presence of multiple
packet transmission. The Kalman predictor was used to atgithe integer type of
network delays. Goyadt al. (2015) proposed robust sliding mode control for nonlinear
discrete-time delayed system based on neural network. d$symed network delay as
deterministic in nature. Arghet al. (2015) proposed discrete-time sliding mode con-
trol that compensates the effect of random time delay ankigbdass using Bernoulli’s
distribution. They considered integer type of network gefadiscrete-time domain.
Recently, Songt al. (2016) designed integral sliding mode controller that cengates

the effect of single as well as multiple packet loss usingkons chain process.

2.3 Brief Review of Sliding Mode Control (SM C) Tech-

nique

2.3.1 Originof SMC

The concept of Variable Structure Control (VSC) was intrmetlby Emelyanov group
in late 1950's (Emelyanov and Korovin, 1981). The main ide&¥8C was to switch
between the various control structures according to thkiatian of the system states.
The concept of VSC can be understand through the followiagpte.

Consider two constituent systems given as:

T =—-mz, (2.7)

T = —asx, (2.8)

where,0 < a; < a;. The phase potraits of the systems are shown in Figure (B®) a
(2.3) repectively. It can be observed that both the system®scillartory in nature

and are unstable. But, when both structures are switchegpmoriate time, then,
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combined system is asymptotically stable. The combineglorese of both the system
is shown in Figure (2.4). Thus it can be noticed, that the @rypnot present in any of
the system is obtained by VSC.

N
\/

Figure 2.2: State Trajectories of system in Mode-|

=D
N

Figure 2.3: State Trajectories of system in Mode-Il
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- X‘
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Figure 2.4: Combined system response

While carrying out research on VSC some of the researchettsn(1993), Ed-
wards and Spurgeon (1996), Drakureinval. (1990), Furuta (1990)] made an unusual
observation that switching between two or more unstablérabetructures may re-

sult in stable control system. They introduced the notidngadable structure control,
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variable structure system and a new control idea callethglichode control came into
existence. The sliding mode control, or SMC, is a nonlineato| method that alters
the dynamics of a nonlinear system by application of a disooous control signal
that forces the system to "slide" along a cross-sectione$yistem’s normal behaviour.
Hence, sliding mode control is a variable structure contrethod. The multiple con-
trol structures are designed so that trajectories alwaygerowards an adjacent region
with a different control structure, and so the ultimatedcapry will not exist entirely
within one control structure. Instead, it will slide alortgetboundaries of the control
structures. The motion of the system as it slides along thesedaries is called a slid-
ing mode and the geometrical locus consisting of the boueslas called the sliding

surface. The conventional example of sliding mode is seooder relay system which

is given by,
T+ aot + a1x = u, (2.9)
u = —M;sign(s), (2.10)
s=cxr+1, (2.11)

where,aq, as, M,, c are contants. From Eqn. (2.10) it can be noticed that theraont
input in the second order system might take only two valuesand — M, and causes
discontinuities on the straight line= 0 in the state planéz, ). Figure (2.5) shows
the response of the sliding mode for the specified exampleavit= a; = 0. From the
result it can be observed that in the neighbourhood segmentn the switching line
s = 0, the trajectories of the system (2.9) runs in the opposiections which leads
to the appearance in sliding mode along this line [Sabaneivét. (2004)]. Thus the
Egn. (2.11) can be interpreted as sliding mode equatiorth&git can be noticed that
the order of sliding mode equation is less than the origigatesn (2.9). Thus it can
be said that the sliding mode does not depend on plant dysauicit is determined
by parametet only. It is worth to point out that for desired performancetlwé closed
loop system not only the sliding mode controllers have toro@rly designed but the
switching rule should also be chosen properly. Based onpbeogriate selection of
switching rule and designed controller the system statésivive onto the predefined
sliding surface in finite time. This ensures stability ofislig motion on the surface and

desired dynamic characteristics of the systems are achieve
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Figure 2.5: Sliding mode for relay system

Due to its lower sensitivity towards plant parameters vene and external dis-
turbances it eliminates the necessity of exact modellinglldws the decoupling of
overall system motion into partial components of lower disiens. This reduces the
complexity of feedback design. In sliding mode control tleatcol actions are func-
tion of discontinuous state which can be easily implemengadg conventional power
converters. Due to such properties SMC has been provedcapfdito a wide range
of applications such as robotics, electrical drives, elesitgenerators, motion control,

process control and networked control system.

2.3.2 Continuous-time Sliding M ode Control

In sliding mode control the control law consists of two imaot phases: (i) reaching
phase (ii) sliding mode phase. When the system state isrdfiigen any initial state to
reach the switching manifold in finite time then such phasaiked reaching phase and
when the system is induced into the sliding motion on thea@wilgy manifolds, then
such phase is defined as sliding mode phase. Figure (2.6xghewhases of sliding

mode control withs as continuous-time sliding function given by:
s ={z € X|s(z,t) = 0}. (2.12)
In order to induce the sliding mode following properties wdoexist: (i) the system
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Figure 2.6: Phases of Sliding Mode Control

stability should be restricted to the sliding surface andt{e sliding mode should start
within a finite time. The sufficient condition for the slidimgption to slide on the given
surface is given by:

s <0, (2.13)

where, s is the sliding surface and is rate of change of distance from the sliding
surface. The condition specified in Eqn. (2.13) is calledazhability condition. The
reachability condition is not sufficient for the sliding nead The main drawback of
condition mentioned in (2.13) is that(¢) takes infinite time to reach on the sliding

surface. Thus, to over come this drawback another condgidefined as:

s§ < —nls|,n > 0. (2.14)

This condition is known asj-reachability’ condition that ensures the finite time con-
vergence tx = 0.
As discussed earlier, the designing of the sliding moderotiat includes reaching law
design, sliding surface design and control law design. katansider the continuous-
time system given by:

x(t) = Ax(t) + Bu(t), (2.15)

y(t) = Cx(t). (2.16)
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The dynamics of the sliding function can be expressed in ¢ fof constant-rate
reaching law as:

$ = —kgsgn(s), ks = 0. (2.17)

Let, the sliding surface be given by:
s(t) = Csz(t), (2.18)

where,C is the sliding gain that can be computed using pole-placémethod based
on the proper slection of poles or LQR method based on thespsiection of) and R
matrices.

Thus, the control law for the system (2.15, 2.16) is derivedding the condition = 0
as:

u(t) = —(C,B) ACx(t) + kesgn(s)]. (2.19)

The reaching laws proposed in the literatures [Fallerad. (2011), Mehta and Bandy-
opadhyay (2015)] are,
e Constant-proportional rate
§$=—qs — kssgn(s),q > 0 (2.20)
e Power-rate reaching law
§ = —kg|s|‘sgn(s),0 <t <1 (2.22)

e Exponential reaching law

§ = _Nk;ss) sgn(s), (2.22)

where,N(s) = do + (1 — §y)e~*1*I"°, &, is strictly positive offset less than g is a

strictly positive integer.

The main limitation of continuous-time SMC is that once thesed loop system
states reach on the sliding surface, a discontinuous ddatro switches with high fre-
guency which results in chattering phenomenon. The cliadgtes caused due to various
reasons such as switching time delay, controller comprtatelay, dynamics of plant
elements such as actuator and sensor etc... In practidadapms this phenomenon is

not desirable as it affects the performance of plant. Whilelectrical and mechanical
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applications it causes high heat losses and generates ne#ea of the moving parts
of machines. In discrete-time sliding mode control geretalv switching frequencies
are required because of limited sampling frequency due tolwhbecomes more use-
ful for practical implementation. Moreover, in discretex¢ SMC the computation of
control signal is done at each sampling interval and remeamstant for that period.
So due to this the system state trajectory is unable to maregahe sliding surface
but follows the zigzag motion about the sliding surface defias quasi-sliding mode

motion.

2.3.3 Discrete-time Sliding Mode Control

The concept of discrete-time sliding mode control is firstaduced by Milosavljevic
(1985). In his work he proved that the sliding motion in detertime is more accu-
rate than continuous-time sliding mode control. Later arp&irket al. (1987), Utkin
(1993), Bartoliniet al. (1995), Gacet al. (1995), Bartoszewicz (1996, 1998), 8ual.
(2000) and many others extended their work in discrete-silkéng mode control.
The designed procedure of DSMC includes: (i) design of stjdiurface, (ii) reaching
law and (iii) control law that steers the system states testilong predefined sliding
surface over a finite interval of time. In discrete-time SM@0oG introduced the con-
cept of switching function in the reaching law that causesdysstem states to move
towards the vicinity of the origin but cannot get arbitrardlosed to the origin. While
Bartolini and Bartoszewicz designed the reaching law witlamnsidering the switch-
ing function. They considered that discrete-time contsahaturally discontinuous in
nature and thus may not require an explicit discontinuitshecontrol law. The reach-
ing law proposed by them causes the system states to getatpitlosed to the origin.
Various state-based discrete-time control algorithmslasggned using different reach-
ing laws available in Milosavljevic (1985), Sarptuekal. (1987), Gaoet al. (1995),
Bartolini et al. (1995) and Bartoszewicz (1996, 1998) respectively.
In order to derive the discrete-time control algorithms,ug consider the continuous-
time SISO system as:

z(t) = Ax(t) + Bu(t), (2.23)

y(t) = Cx(t), (2.24)
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where,x € R" respresents system state vectog, R™ represents control inpug,€ R?
represents system output, ¢ R™*", B € R™™ andC € RP*™ are the matrices of
appropriate dimensions.

Let the system (2.23) and (2.24) be discretizetdl sampling interval given by,

2(k +1) = Fa(k) + Gu(k), (2.25)

y(k) = C (k). (2.26)

As discussed earlier, the designed of sliding mode conlgolrghms involves the de-
sign of sliding surface and reaching law. Let the discretetsliding surface be given
by:

s(k) = Csz(k). (2.27)

Various researchers have proposed famous reaching lawisdretk-time domain as

listed below.

e Sarpturk’s Reaching Law: The reaching law proposed by 8e«t al. (1987)
is the direct discretization of continuous-time slidingaeaiven by:

|s(k+1)| < |s(k)]|. (2.28)

Here, the sliding surface is always directed towards thiaserand also the norm

of |s(k)| monotonically decreases. The reaching law can be writtethear way
as,
(s(k+ 1) —s(k))sgn(s(k)) <0, (2.29)
(s(k+1) —s(k))sgn(s(k)) = 0. (2.30)

The first condition (2.29) indicates that the closed loopgesysstate trajectories
should move towards the direction of sliding surface andsiéeond condition
(2.30) indicates that the closed loop system state trajestare not allowed to
go too far in that direction. Thus observing condition (3.28d (2.30), will
lead to lower and upper bounds for control actions. The cbfaw proposed in
[Sarpturket al. (1987)] is given as,

u(k) = —ki(z, s)a(k), (2.31)
where,k; is the gain given by:

k; whenz(k)s(k) = 0
iz, 5) = { k;; whenz(k)s(k) < 0

where, k;” and k; represents the coefficients of each upper bound and lower
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bound of control action that can be determined by evaluatiagondition (2.29)
and (2.30) respectively.

e Gao’s Reaching Law: The switching based reaching law pregby Gacet al.
(1995) is given as,

s(k+1) = (1—qh)s(k) — ehsgn(s(k)), (2.32)

where,h is the sampling interval satisfying >~ 0, ¢,e > 0 and1 — ¢h > 0.
Using reaching law (2.32), the switching based control laxms§/stem (2.25, 2.26)
is computed as,

u(k) = —(C,G)[FCsx(k) — (1 — qh)s(k) + ehsgn(s(k))]. (2.33)

From above Eqn. (2.33), it can be noticed that there are twanpaters; ande in
control law for tuning the response. The discrete-timersfjanode control law
proposed in (2.33) should achieve the following perfornesiGaacet al. (1995)].
(i) Starting from any initial state, the trajectory will mewnonotonically toward
the switching plane and cross it in finite time. (ii) Once ttegdctory has crossed
the switching plane, it will cross the plane again in evergcassive sampling
period, resulting in a zigzag motion about the switchingiplaand (iii) The size
of each successive zigzag step is nonincreasing and tleetorj stays within a
specified band.

The reaching law in Eqn. (2.32) states that the state vebt@ya move towards
the quasi-sliding mode band given as:

eh

< .
s(k) < 1 —qh

(2.34)

From Egn. (2.34), it can be observed that directly proportional to quasi-
sliding mode band. Thus if the value ofs too large than the system will have
high overshoots and could also increase the transient mespoWhile on the
other hand the value @f: should be less than unity otherwise it will speed up the
transient response.

e Bartoszewicz’s Reaching Law: Bartoszewicz (1996, 1998ppsed non-switching
reaching law as,
s(k+1)=d(k) —do+ sq(k+ 1), (2.35)

where,d(k) is the unknown disturbancé, is the mean value of disturbanégk)
andy, is minimum deviated disturbance with) as upper bound and as lower
bound. Alsod, andd, is given by

do = —dl;du andd2 = —du;dl
sq(k) is an priori known function such that the following applies:

e If 5(0) > 2d, then,

54(0) = 5(0)
sq(k)sq > 0 foranyk >0
sq(k) > 0foranyk > k'
lsa(k +1)| < |sa(k)| — 2d, foranyk < £’
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These relations state thaf(k) converges monotonically from its initial position
to the origin of the state space in a finite time. Moreover,aohecontrol step
the hyperplane moves by the distance greater #aanThis, together with Eqgn.
(2.35), states that even in the case of worst combinatiomstdrdbance the reach-
ing condition is satisfied.

e If 5(0) < 2d, thensy(k) = 0 for anyk > 0.
The £’ in the above relations is a positive integer user definedtaansvhich
provides the faster convergence rate of the system and tadgrof the control
signalu(k). The control law computed using the reaching law (2.35) Far t
system (2.25, 2.26) is given as,

u(k) = (C,G) O F (k) + do — sa(k +1)]. (2.36)

The reaching law in Egn. (2.35) states that the system seati®valways move
towards the QSMB for any > £’ such that:

(k)| = |d(k = 1) — do| < da. (2.37)

e Bartoszewicz’s Reaching Law: Bartoszewicz and Lesnie2814) proposed
the other reaching law that provides the faster convergens#iding variable
without increasing the amplitude of the control signal. Té&ching law is given
as,

s[(k + 1)h) = {1 — ¢[s(kh)]}s(kh) — S(kh) — d(kh) +dy + Sy,  (2.38)

where,S(kh) represents the model uncertainty on sliding variable éwwiiand
d(kh) represents the effect pf disturbance on this variable. heurts; and d;
represents the mean valuestifh) andd(kh) repectively given as,

g, = Sut o (2.39)
2
d = ; d (2.40)

where, S, S; are upper and lower bounds 6f andd,, d; are upper and lower
bounds ofd;.
The convergence rate factor gk(kh)] in Eqn. (2.38) is given as,

_ Y

where, ) is designer’s constant satisfying = S5 + ds, whereS, andd, the
greatest possible deviation §fandd. They are represented as,
Sy — S

2 )

Sy = (2.42)

dy = du ; a (2.43)

e The control law computed the reaching law (2.38) for theays{2.25, 2.26) is
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given as,
u(k) = (CsG) MO Fa(k) + {1 — q[s(kh)]}s(kh) + S; + dy]. (2.44)

The reaching law in Eqn. (2.38) states that the system silt@ys move towards
the QSMB for anyk > kq such that:

Y(Ss + dy)

0 < S T

(2.45)

2.3.4 Advantagesof discrete-timedsliding mode control over continuous-
time sliding mode control

¢ With the increase in use of digital computers and microadiars for the imple-
mentation of control algorithms, a discrete-time modehaf $ystem is justified.

e To validate the better performance of the system it is bettamplement the
discrete-time algorithms rather continuous-time aldonis.

e In continuous-time sliding mode control due to high-fregeye switching chat-
tering takes place which may cause damage to the systemt iSmoit used for
all practical applications. While, in discrete-time stidimode control relatively
low switching frequencies are required so DSMC algorithmnae practical to
implement.

e When continuous-time algorithms are implemented usingaligontrollers for
implementation, the chattering generated around thengjisiode and stability of
the sliding mode are compromised.

e A large class of discrete-time systems are computer céatr@nd information
about the system measurements are available only at sp@uiéiégnstances and
control inputs can only be changed at these time instances. -Bbiological
systems, thyristor, radar system, economic systems, etc.

2.4 Challengesin NCSwith SMC

There are various challenges in network control system slitiing mode control that

has not been explored. Some of them are listed below:

e In literature, the researchers have proposed various Sig@itims with time
delay compensation [1, 8, 12, 20, 30, 31, 34, 41, 44, 63]. Buailithe papers,
it is assumed that the delays are mutiples of sampling iateidowever, when
the communication is carried through real-time networkdbkays always have
fractional behaviour. Thus, there is need to design SMCrfaxtional delay in
discrete-time domain.
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e Futhermore, it can also be noticed that none of the liteeaston SMC discusses
about the designing of sliding surface that compensatesgfthet of fractional
delay. So there is a need of designing the sliding surfade that it compensates
the effect of fractional delay.

e The compensation of network delays and packet loss are dahe aontroller
side. None of the researcher has tried to compensate tliedtefn the sliding
surface.

¢ Till now the sliding mode controllers are designed basedermptesence of multi-
ple packet transmission but, the compensation of multiptkets loss with slid-
ing mode control in discrete-time domain is still an operesgsh problem in
NCSs.

e Various researchers have tried to explore their work orgthésg the sliding mode
controllers based on conventional output feedback methduki presence of net-
work delay and packet loss. But, the compensation algortiased on output
feedback method in the field of NCSs have not been much explore

e The designing of the higher order sliding modes in the preseh network non-
idealities (such as random time delay, packet loss and maiahcertainty) is still
an open research area in NCSs.

2.5 Conclusion

In this chapter, we introduced the basic concept of NCS andadnfigurations. The
various irregularities of NCS are also discussed. The i@jidiode Control (SMC)
technique for NCS are also explained and at last challerggegesigning the SMC for

NCS are also discussed.
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CHAPTER 3

DESIGN OF DISCRETE-TIME SLIDING MODE
CONTROLLER (SWITCHING TYPE) FOR
FRACTIONAL DELAY

3.1 Introduction

In this chapter, a novel approach for designing a discigte-sliding mode controller
using Thiran’s delay approximation is presented, to cormaenthe effect of sensor to
controller fractional delay and controller to actuatorctranal delay in discrete-time
domain. The forward channel delay is compensated at thatactside while feedback
channel delay is compensated at the sliding surface. A rstidihg surface is proposed
using delay compensation and a SMC law is derived. The gtabdndition for the
closed loop system with proposed controller is derivedgisyapunov function. The
efficacy of the proposed algorithm is shown by simulatiorultssand also validated
by the experimental results considering DC Servo motor astph the presence of

deterministic network delays and matched uncertainty.

3.2 Networked Control System with Fractional Delay

Compensation

Figure (3.1) potrays the block diagram of NCS with time detaynpensation scheme.
It can be noticed that the state information as well as comtfarmation are transmitted
to the controller and actuator through the network. Durnmagé$mission, the state in-
formation will experience sensor to controller delay whiie control information will
suffer from controller to actuator delay. These delays avadily defined as the amount
of time required for the data packets to travel within thevoek. Thus, in order to avoid

the degradation it is necessary to compensate these nedelanks at the controller end



as well as at actuator end. Moreover apart from these netealdys it is necessary to

consider the system delays.

Sensor

I

I

PR s | e S S PR i R I
) I |

Time Delay d(k) : :

L |

Compensator
P k- I ()
Tosi Networked Medium -
Ta x(k-T) |
SMC s(k ) s(k) Time delay
Controller | Compensator

Figure 3.1: Block diagram of NCS with time delay compensatio

3.3 Problem For mulation

Consider the linear time invariant SISO system with netwaelay as:

z(t) = Ax(t)+ Bu(t—7)+ Dd(t), (3.2)

y(t) = Cu(t), (3.2)
wherex € R" is system state vectar,€ R™ is control inputy € RP is system output,
Ae R, Be R™ C e R, D € R"™™ are the matrices of appropriate dimen-

sions,d(t) is the matched bounded disturbance witty)| < d,,.. andr is the total

networked induced delay in continuous-time domain.

The discrete form of system (3.1) and (3.2) is:

z(k+1) = Fa(k)+ Gu(k —1") + d(k), (3.3)
y(k) = Cu(k), (3.4)

whereF = e, G = [ eMBdt, d(k) = [, e Dd((k + 1)h — t)dt € O(h). Since
|d(t)| < domaz it can be inferred that(k) is also bounded an@ (k) [Mehta and Bandy-
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opadhyay (2016)]. For simplicity, it is assumed thét) is slowly varying and remain
constant over the intervah < t < (k + 1)h [Mehta and Bandyopadhyay (2016)].

The network induced fractional delay’] occurring within the network denoted as,

whereh is the sampling interval andis the total networked induced delay.
Remark — 1: In this work, it is considered that network induced frantbdelay (')
in discrete-time domain have non-interger values so tfeptkcise effect of network
delays are compensated at each sampling instants.
Assumption—1: The total network induced fractional delay is determinist nature
satisfying,

T < h, (3.5)

wherer indicates the total network delay in continuous-time damai
Remark — 2: The above condition (3.5) indicates that the values of twgtwork in-

duced fractional delayr() in discrete-time domain will be less than unity.

The total network induced fractional delay is the combwratf sensor to controller

fractional delay £..) and controller to actuator fractional delay,( which is given as,

=7 +7 (3.6)

ca’

where,r,, = &< andr;, = .

Assumption — 2: The disturbancé(k) is bounded by upper and lower bound as:

where,d; andd,, denotes lower and upper bound of disturbance.

Remark — 3: In this work, the sensor processing detay, controller computa-
tional delayr,, and actuator processing delay, are neglected as their values aﬁeth

times lesser than network induced delay.
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Problem Statement: To design robust discrete-time sliding mode controller fo
the system (3.3,3.4) in the presence of deterministicibvaat network delays/, and

7!, under the assumptions (1) and (2).

The sliding mode controller design involves the slidingface design and the con-
trol law that computes the control sequences and steerdatessbwards the surface.
The next segment proposes the design of sliding surfacetmapensates the effect of

fractional delay occuring from sensor to controller.

3.4 9iding Surface Design for Deter ministic Network
Delays

Tustin approximation and Bilinear transformation are twidely used approaches for
approximation of time delay in discrete-time domain. Themtianitation of these two
approaches are that fractional delay cannot be approxim¥taile, Thiran approxima-
tion [Thiran (1971)] technique approximates the non-ietdgpes of delays in discrete-
time domain. Thiran has proposed the time delay approxanatlgorithm for maxi-
mally flat group of fractional delays occuring in signal peesing applications. Hence

it is proper candidate for fractional delay compensatiardiscrete-time SMC design.

The fractional delay in discrete-time can be approximated firan’s approximation

as:
l 27!+
=S (D) 2 3.8
R B e 38)
where,l indicates the order of approximation and- % indicates the fractional part of
delay,é is the delay occuring during signal transmission ansl the sampling interval.

The order of approximation is given by:
[ = ceil(v), (3.9

where,ceil operator rounds the nearest positive integer greater thagual tov.

Next, the sliding surface using above approximation is psegl ad.emma — 1
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below.
Lemma — 1: The compensated sliding variabiét) for the given system (3.3,3.4)
with sensor to controller network fractional delay. j satisfying condition (3.5) under

the assumptions (1) and (2) is given as:
s(k) = Csz(k) — aCs(z(k — 1)), (3.10)

where,

a= TT—+1 andC; is the sliding gain.

Proof: The sliding variable with the delayed state vector at tloeikeng end of con-
troller is given by:
s(k) = Csx(k —71,), (3.11)

where,7/_ is the sensor to controller fractional delay. The slidingga, is calculated

using discrete LQR method through proper selection of Q anthRices.

Applying z-Transform to Eqgn. (3.11) we get,
s(z) = Cyx(z)z >, (3.12)

where,r,, = v = T=.

It is assumed that total fractional delay)(is less than unity. Considering, < 1 and

using Eqn. (3.9); " can be approximated as,

/ [ 27l 41
“Tse — 21 _1 k 1 s _k;, 313
: e=o(=1) (k) Moo 3 (3.13)

The above Eqgn. (3.13) can be further expanded as,

/ 1\ (27, 27i.+1 1
“Tee — [(—1 0 sc sc 0 -1 1 3.14
S o) e

27! 2.+ 1)
2r +1 21/ 12

On simplifying we get,
ZTTe=1—qz ", (3.15)
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’
TSC

where,a = T

Figures (3.2) and (3.3) shows the step response of delaykdh@mdelayed system
for 7.=1 and7..=0.5 respectively. It can be noticed that Thiran’s Approaiion ap-
proximates the fractional delay accurately and at each kagnipstants the effect of
fractional delay is nullified. It can be further extendedtttiee step response of delay

system is same as that of the non-delayed system that is ¢edfpmough Thiran Ap-

proximation.

Step Response

Delayed Signal
———Non-delayed Signal

I I I
0 5 10 15 20 25 30 35
Time (seconds)

Figure 3.2: Step reponse of Thiran Approximation wiffr1

Step Response

— Non-Delayed Signal
—-——Delayed Signal

I I I I
0 5 10 15 20 25 30 35
Time (seconds)

Figure 3.3: Step reponse of Thiran Approximation witf+0.5
Thus, substituting Egn. (3.15) into (3.12),
s(2) = Cox(2)[1 — az™ . (3.16)
Further expanding it, we may get

s(2) = Cyx(2) — aCyz (). (3.17)
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Applying inversez-Transform, we may have
s(k) = Cszx(k) — aCssz(k — 1). (3.18)
This completes theroof.
From Eqgn. (3.18), itis inferred that the network inducedfi@nal delay from sen-

sor to controller can be compensated in the sliding surféceat each sampling instant

h using the information of immediate past state, the curretteand parameter.

Now, we are ready to design a sliding mode control law usimgptoposed sliding
surface (3.18).

3.5 Discrete-TimeSlidingMode Control (Switchingtype)
for NCS Using Thiran’s Delay Approximation

In this section, switching type control law alongwith itgalsility is proposed based on
Gao’s reaching law [Gaet al. (1995)] using compensated sliding surface (3.18). The
Gao’s reaching law provides the faster convergence withenspecified quasi-sliding

mode band.

Theorem — 1: The discrete-time sliding mode controller for systés, 3.4) in
the presence of deterministic fractional delays satigfy815) and matched uncertainty

d(k) is given as,
u(k) = —(C,G) ' [Mz(k) — Naz(k) — (1 — qh)(s(k)) + ehsgn(s(k))] — d(k).(3.19)
where,

M = (CsF) andN = aCs.

Proof: Let us consider the reaching law in [Getoal. (1995)] with sensor to con-
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troller fractional delay as:

sl(k+1)] = (1 — gh)s(k) — ehsgn(s(k)), (3.20)

where,

g, € > 0,0 < (1 —=gh) <1, sgn is the signum functionkh represents the sampling
interval ands(k) is the compensated sliding surface (3.18).

The reaching law in Eqn. (3.20) states that the state vebti@ya move towards the

guasi sliding mode band given as:

(3.21)
Substituting Eqn. (3.18) in Eqn. (3.20), we may get:
Cua(k + 1) — aCyx(k) = (1 — qh)s(k) — ehsgn(s(k)).

Substituting the value of(k + 1), we get

CslFa(k) + G(u(k) + d(k))] — aCsx(k) = (1 — gh)s(k) — ehsgn(s(k)). (3.22)
Further, simplifying we may write above Eqn. (3.22) as,

CslFa(k) + G(u(k) + d(k))] — aCsx(k) = (1 — gh)s(k) — ehsgn(s(k)). (3.23)
Further, above Eqn. (3.23) can be expressed as a control law

u(k) = —(CsG) " [Mu(k) — Na(k) + (1 — gh)(s(k)) — ehsgn(s(k))] — d(k).(3.24)

where,

M = (CsF) andN = aCs.

This completes theroof.

The stability condition is derived further using compessiagliding surface (3.18)

and control law proposed in Eqn. (3.24) such that the systatessremain within
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specified band (3.21) for a finite interval of time.

3.5.1 Stability Analysis

The state trajectories of the closed loop system (3.3,3i#) metwork delay(7') and
matched uncertainty(k) with the controller (3.24) drive towards the sliding sudac
(3.18) and maintains on it for anye, 5 > 0,0 < 1 — gh < 1 and1 — gh < e provided

the following condition hold true:

0=® < st (k)s(k). (3.25)

Proof: The compensated sliding surface (3.18) is given by:
s(k) = Csz(k) — aCsx(k —1). (3.26)
Selecting the Lyapunov function as:
Vi(k) = " (k)s(k). (3.27)
Writing forward difference of the above Eqn. (3.27),
AV, (k) = sT(k + 1)s(k 4+ 1) — s7(k)s(k). (3.28)
Substituting the value of(k + 1) using Eqn. (3.26) we get,

AV, (k) = [Csx(k + 1) — aCsx (k)] [Cox(k 4 1)
—aCx(k)] — sT(k)s(k). (3.29)

Substituting the value af(k + 1),

AVi(k) = [Cs[Fa(k) + G(u(k) + d(k))] — aCsx(k)]" (3.30)
[CsFa(k) + G(u(k) + d(k))] — aCsa(k)] — 5" (k)s(k).
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Substituting the value af(k) from Eqgn. (3.24) and further solving it we have,

AVi(k) = [(1 = qh)s(k) — ehsgn(s(k))]" * [(1 — qh) (3.31)
s(k) — ehsgn(s(k))] — s* (k)s(k).

Denoting,
® = [(1 — qh)s(k) — ehsgn(s(k))]" * [(1 — qh)s(k) — ehsgn(s(k))]

Then we have,
AV (k) = & — sT(k)s(k). (3.32)

The term® can be tuned close to zero by appropriately selecting thenpaterg
ande. If ® is closed to zero, thes? (k)s(k) will be larger than®. Thus, for any small
parametep3, we haved — sT(k)s(k) < BsT(k)s(k).

Thus, by tuning the parameteande, we have AV, (k) < Bs”(k)s(k) which guaran-
tees the convergence ofV (k) and implies that any trajectory of the system (3.3,3.4)
will be driven onto the sliding surface and maintain on it.

This completes theroof.

The control signal.(k) computed in (3.24) using compensated sliding surface }3.10
will also experience controller to actuator fractionalajglr’,) which results in the de-
layed control signak(k — 7/,). So, in order to avoid the degradation of the plant
response again the time delay is compensated from comtroletuator. The compen-

sated control signal at the actuator end can be represesited a

uq(k) = u(k) — u(k — 1), (3.33)

It can be noticed from above Eqgn. (3.33) that the compensatetiol signak., (k) de-
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pends on difference of the present control signal that igaMa from network as well
as past control signal which is multiplied over the parametepproximated through
Thiran Approximation. Thus the effect of controller to aatior fractional delay is com-

pensated at actuator side which is further applied to thaetpla

3.6 Resaultsand Discussions

This section briefly discusses about the simulation reasligell as experimental results
of the proposed control algorithm in the presence of detastic network delays and
matched uncertainty. The efficiency and robustness of thpgsed control algorithm
is tested considering DC Servo Motor as real time plant. @htmme implementation
the effects of control algorithm are examined in the preseimetwork non-idealities

(fractional time delay and matched uncertainty).

3.6.1 System Description

In this section, Quanser Qnet 2.0 brushed DC motor setuppisiered in detailed on
which the simulation as well as experimental results areieghiout using proposed
control law. The performance of the Brushless DC Motor ise@sinder different net-
worked delays as well external disturbances to prove thastoless of the proposed
algorithm. The results obtained with proposed algorithwois\pared with the conven-

tional SMC algorithm.

PC/Laptop

'Y

4

PWM

’—> Encoder | NI ELVIS 1) 5 DC Motor
Amplifier

Figure 3.4: Block Diagram of Qnet DC Servo Motor Components

Figure (3.4) shows the block diagram of Quanser made Qndtr@shed DC motor
setup used for the simulation as well as experimental perpdbe QNET DC Motor
provides an integrated amplifier and a communication iaterfwith the NI ELVIS I
(+) for the amplifier command and encoder port. The NI ELVISH) is interfaced

to the PC via USB link to the QNET DC Motor setup as shown in Feg{8.5). The
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Figure 3.5: Experimental Setup of Quanser DC Servo Motor

NI ELVIS 1l (+) block reads the angular encoder as an input emamands the power
amplifier which acts as driver for the motor. The various rekndelays are generated

through software blocks.

The detailed mathematical model along with the system petiensiof the DC motor
are given as [Astromst al. (2015)]:

0(s) K,
Vin(s)  JnRpyms? + K2s'

(3.34)

where,

(s)=output from the system (position),
V,,=input to the system,

J,=Rotor inertiad * 10-%kgm?,

R,,=Terminal Resistance=8.4 ohms,
K,,=Motor back emf constant=0.042 V/(rad/s).

Substituting these parameters, the state space modelabtive system (3.34) is given

as,
z(t) = Ax(t)+ Bu(t—7)+ Dd(t), (3.35)
y(t) = Cuz(t), (3.36)
where,
—-201 O 1
— B=|1,
1 0 0
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1
c=lo1].p=| |
1
Discretizing the system at sampling interial= 30msec, we get,

z(k+1) = Fx(k)+ Gu(k —1') + d(k), (3.37)
y(k) = Cu(k), (3.38)
where,
0.001836 0 0.004753
F = y G == 1]
0.004753 1 —0.0001242
C=|0 1]

3.6.2 Simulation and Experimental Results of Brushless DC M otor

In this section, the simulation and experimental resultBadition Control DC motor
are thoroughly discussed in presence of deterministicordtaelays. Figures (3.6) to
(3.10) shows the simulation and experimental responsegstés for trajectory track-
ing, compensated sliding variable and control efforts wdiféerent network delays. To
show the robustness properties slow time varying distudaignal is applied through
the input channel. The total networked induced delay witlarage of12.8msec to
28msec is generated through network block for which the effect dages compen-
sated satisfying condition (3.5). The position of DC mo®considered as the refer-
ence input. The sliding gain is computed using discrete L@&ied which comes out
C, = [2.5156 31.6288] with @ = diag(1000,1000) and R = 1. While the quasi-
sliding band (3.21) comes out to b€k)| < —5 to 5 with tunning parameterg = 30
ande = 2000.
Figures (3.6(a)) to (3.7(d)) shows the simulation and arpemtal results of position
control DC motor plant for total network delay of= 12.8msec with 7,. = 6.4msec
andr., = 6.4msec. The fractional part of total network delay is obtained-as- 0.426,
.. = 0.213 and7., = 0.213 for h = 30msec. The trajectory response of the system
in case of simulation and experimental are shown in Figu3ed(d)) and (3.6(b)) re-
spectively. In both cases, the output tracks the referenagectory in the presence of

specified network delay. In order to show the exact effeciroétdelay compensation
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at the output, results are magnified as shown in Figuresg)3.é(d (3.6(d)). It can be
noticed that the effect of fractional time delay from sertsarontroller is compensated
as the output tracks the trajectoryéatmsec. The same effect of time delay compen-
sation from sensor to controller can be observed in slidintase Figures (3.6(e)) and
(3.6(f)) as well as control signal Figures (3.7(a)) and (8))/ Observing the magnified
results of Figures (3.6(g)), (3.6(h)), (3.7(c)) and (3)Y{can be noticed that the sliding
surface and control signal both are computed at first sagpistant even in the pres-
ence of sensor to controller delay. Thus, the effects otitvaal delay from sensor to
controller at sliding surface and control signal are conspéed and remains within the
specified sliding band (3.21). The proposed algorithm wathén extended for higher
values ofr. Figures (3.7(e)) to (3.8(h)) shows the simulation and grpental results of
position control DC motor for total networked delayof 24msec with 7,. = 12msec
andr,., = 12msec. The fractional part of total network delay is computed-as- 0.8,

7l. = 0.4 andr, = 0.4 for h = 30msec. The simulated and experimental trajectory re-
sponse of the system are shown in Figures (3.7(e)) and YBré&gpectively. Observing
the results it can be noticed the output tracks the refersigrel in the specified net-
worked delay. In order to show the effect of delay compensdatie output results are
magnified shown in Figures (3.7(g)) and (3.7(h)) respelstivecan be noticed that the
effect of fractional delay from sensor to controller is ifidd as the output tracks the
reference trajectory at= 12msec. The similar effect of time delay compensation can

be observed in sliding surface as well as control effortsaighown in Figures (3.8(a))
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to (3.8(h)). Observing the simulated and experimental nii@gihresults of sliding sur-
face [(3.8(c)) and (3.8(d))] as well as control signal [(8)3 and (3.8(h))], it can be
noticed that, in both the cases the sliding surface and @losijnal are computed at
first sampling instant. Thus the fractional delay from serteaontroller is compen-
sated and remains within the specified sliding band (3.2@urEs (3.9(a)) to (3.10(c))
shows the simulation and experimental results of positmmtrol DC motor for total
networked delay of = 28msec with 7,. = 14msec andr,, = 14msec. The fractional
part of total networked delay fdr = 30msec is obtained as’ = 0.933, 7., = 0.466
andr., = 0.466 respectively. The simulation and experimental resulté witignified
response of reference trajectory are shown in Figuresa.8¢ (3.9(d)) respectively.
Observing the results it can be concluded that the outpakdréhe reference trajec-
tory att = 14msec for the specified networked delay. Thus the effect of frawtlo
delay from sensor to controller is nullified at the output bsven in Figures (3.9(c))
and (3.9(d)). The similar effect of time delay compensatiolh be observed in slid-
ing surface and control signal results shown in Figureg€3)2o (3.10(c)). Observing
the results it can be noticed that in simulation as well aeerpental case the sliding
surface and the control signal are computed from first sargmtistant. Thus the effect
of fractional delay from sensor to controller is compendatesliding surface as well
as at control signal. Apart from delay compensation, thetijposof motor was also
controlled by applying the external disturbances throughting the wheel in forward
and reverse direction. The situation of motor under extatisdurbances is shown in
Figure (3.10(d)).

Thus, from all the results it can be concluded that the prep@dgorithm works effi-
ciently with network delay range d2.8msec < 7 < 28msec in experimental as well
as in simulated enviornment. The proposed controller cosgies the network time
delay forq = 30 ande = 2000 satisfying (3.5) and shows the stable response satisfying

condition (3.25) in the presence of matched uncertainty.

Comparison of proposed algorithm with conventional sliding mode control

In this section, the experimental results of proposed #lyorare compared with con-

ventional sliding mode control. The sliding surface andtomralgorithm for conven-
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Figure 3.11: Comparison of proposed algorithm and congaatisliding mode control
for 7=12.8msec

tional sliding mode control is defined as:

se(k) = Csx(k — 72.),

u(k) = —(Cu@) " [Cualh — 71,) — (1 qh)(s.(k)) + ehsgn(s.(k))] — d(k — 7.,).

sc

The results of tracking response, control signal and siigariable for total networked
delay of 7 = 12.8msec are shown in Figures (3.11(a)) to (3.11(f)). From the com-
parative results it can be noticed that the conventiondirglimode control becomes
unstable for a small delay af. = 6.4msec. Thus, the Thiran’s approximation proved
to be efficient method in discrete-time sliding mode cont®imulation and experi-

mental results for different networked delays range arensanzed in Table-3.1. The
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Network Delays ) Simulations or Experimental

Chattering | Design per formance
12.8msec within QSMB satisfactory
24msec within QSMB satisfactory
28msec within QSMB satisfactory

Table 3.1: Simulations and Experimental Results Undeerfit Networked Delays

Algorithm Comparison Results
T T, Chattering | Response
Coventional SMC' | 12.8mseg Undefined high unstable
Proposed method | 12.8mseq  1sec within QSMB stable

Table 3.2: Comparison of Proposed Algorithm with ConvamicSMC

comparison of discrete-time sliding mode control with ticdeday approximation and

conventional sliding mode control are shown in Table- 3.2.

3.7 Conclusion

In this chapter, we explored Thiran’s approximation tegaeifor fractional delay com-
pensation in discrete-time domain. The effect of fractiateday generated due to the
communication medium is compensated in sliding surfacee dltding surface is de-
signed in such a manner that the system states slides alemqgyatetermined surface
according to network delay. Using this approach, switchypg discrete-time sliding
mode controller is designed which computes the controbastin the presence of net-
work delay and matched uncertainty. The stability of thesetbloop NCS is assured
by using Lyapunov approach. The effectiveness of the deralgorithm is tested on
brushless DC motor setup with deterministic networkedydatad matched uncertainty.
The experimental results are compared with conventional @lorithm. The compar-
ative results proved that the fractional delay approximhatgng Thiran Approximation
is most efficient technique as it compensates the fractiogi@ork delays in discrete-

time domain in the presence of matched as well as unmatchemaitamties.
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CHAPTER 4

DESIGN OF DISCRETE-TIME SLIDING MODE
CONTROLLER (NON-SWITCHING TYPE) FOR
FRACTIONAL DELAY

4.1 Introduction

In this chapter, a unique approach is presented for degigmam-switching discrete-
time sliding mode controller using Thiran’s delay approatran. The effect of sensor
to controller delay is compensated using Thiran’s delayr@pgmation technique in
sliding surface. Further, Lyapunov approach is used taaete the stability of closed
loop NCSs with proposed controller. The feasibility anceefiveness of the control
methodology are outlined through simulation and experialgasults showing the sig-
inificant response in the presence of networked delay. Theaey of the proposed
control algorithm is further validated in the presence @l ttme networks such as

CAN and Switched Ethernet using True Time Simulator.

4.2 Problem Formulation

Remark — 4: In this chapter nature of the system, total fractional mekwdelays t'),
sensor to controller fractional delay/() and controller to actuator fractional delay, ()

would remain same as mentioned in section (3.3).

Problem Statement: The main objective, is to design non-switching based diser
time sliding mode control law for system (3.3,3.4) in theganece of fractional delay

7. andr., satisfying (3.5) and matched uncertainty satisfying (3.7)



The next section describes the design of non-switching $§idegng mode control

law using the proposed sliding surface (3.18).

4.3 Discrete-TimeSlidingM ode Control (Non-Switching
type) Using Thiran’s Delay Approximation

In this section, non-switching type control law alongwith stability is proposed based
on reaching law in [Bartoszewicz and Lesniewski (2014)hgstompensated sliding
surface (3.18). The reaching law proposed by Bartoszeveiazes less chattering com-
pare to Gao’s law and offers faster covergence with limitedynitude of the control

signal.

Theorem — 2: The non-switching discrete-time sliding mode controltersystem
(3.3, 3.4) in the presence of deterministic sensor to controller foaetl delay satisfying

(3.5) and matched uncertainiyk) is given as,
u(k) = —(C,G) [Ha(k) — Tx(k) — J(s(k)) + dy(k) — di] — d(k). (4.1)
where,

H = (C,F), I =aCs, J={1—q[s(k)]}.

Proof: Let us consider the reaching law in [Bartoszewicz and Lexgski (2014)]

in the presence of sensor to controller fractional delagigyis:
sl(k+ 1)h] = {1 — q[s(k)]} — ds(k) + dy, (4.2)

where,
whered, (k) is disturbance at the controller engs(k)] = m with ¢ as user
defined constant satisfying > d,, d; andd, are mean and deviation dfk).

Remark — 5: The disturbacé(k) appearing in the reaching law is applied through the
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network. So, the compensated disturbance using Thirapi®amation is given as:

d,(k) = d(k) — ad(k — 1). (4.3)

The reaching law in Eqn. (4.2) indicates that the systemestvays move towards the

specified sliding band given as:

Yds
v —dy

|s(k)| < (4.4)

Substituting Eqgn. (3.18) into Eqgn. (4.2) we may get:
Csx(k+ 1) — aCsx(k) = {1 — q[s(k)]} — ds(k) + dy,
and substituting the value ef & + 1) we get,
Cs[Fa(k) + G(u(k) + d(k))] — aCsz(k) = {1 — q[s(k)]} — ds(k) + d1.
Further simplifying we may write,

CsFr(k) + CsG(u(k) + d(k)) — aCsx(k) = {1 — q[s(k)]} — ds(k) + di.  (4.5)

Further, solving the above Eqgn. (4.5), control law can beesged as:
u(k) = —(C,G) [Ha(k) — Tx(k) — J(s(k)) 4 dy(k) — di] — d(k). (4.6)

where,

H = (C,F), I = aC,andJ = {1 — q[s(k)]}

This completes theroof.
The stability condition is derived further using compeesatliding surface (3.18) and

control law proposed in Eqn. (4.6) such that the systemstatmain within specified

band (4.4) over afinite interval of time.

56



4.3.1 Stability Analysis

For given positive scalars,. andr/, with total networked delay’ satisfying (3.5), the
trajectories of the closed loop system (3.3,3.4) with calter (4.6) andi(k) satisfying
(3.7) drive towards the sliding surface (3.18) such thatftilewing condition (4.7) is

feasible:

0=r=<s"(k)s(k). (4.7)

Proof: The compensated sliding surface is given by,
s(k) = Csz(k) — aCsx(k —1). (4.8)
Selecting the Lyapunov function as,
Vi(k) = " (k)s(k). (4.9)
Writing forward difference of the above equation,
AV, (k) = sT(k + 1)s(k 4+ 1) — s7(k)s(k). (4.10)
Substituting the value of(k + 1) using Eqn. (4.8) we get,

AV (k) = [Csx(k + 1) — aCyx (k)T [2Cx(k + 1)
—aCx(k)] — sT(k)s(k). (4.12)

Substituting the value af(k + 1),

AVi(k) = [Cs[Fa(k) + G(u(k) + d(k))] — aCsx(k)]" (4.12)
[CsFa(k) + G(u(k) + d(k))] — aCsa(k)] — s" (k)s(k).

Substituting the value af(k) from Eqgn. (4.6) and further solving it we have,

AV (k) = [(1 = g[s(k)])s(k) — ds(k) + di]" = [(1 — q[s(k)]) (4.13)
s(k) = dy(k) + d] — 57 (k)s(k).
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Denoting,

k= (1= qls(B)])s(k) — ds(k) + di]" * [(1 = qls(k)])s(k) — ds(k) + di]

Then we have,
AV (k) = k — sT(k)s(k). (4.14)

The termx can be tuned close to zero by appropriately selecting thenpeter). If
x is closed to zero, thest (k)s(k) will be larger thans. Thus, for any small parameter
n, we haves — sT(k)s(k) < nsT(k)s(k).
Thus, by tuning the parameter we have AV (k) < ns” (k)s(k) which guarantees the
convergence oAV, (k) and implies that any trajectory of the system (3.3,3.4) hall
driven onto the sliding surface and maintain on it.

This completes theroof.

4.4 Resultsand Discussions

This section briefly discusses about the simulation resilteell as experimental re-
sults of the proposed control algorithm in the presence t#rdenistic network delays
and matched uncertainty. The efficiency and robustnessegbibposed control algo-
rithms are tested under three different situations: (ustitative example (ii) real time

plant as DC servo motor and (iii) real time networks.

4.4.1 Simulation Resultswith Illustrative Example

In this segment an illustrative example from [Wu and Cher0@Dis simulated in

MATLAB environment.

Consider the continuous-time LTI system as,
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©(t) = Ax(t)+ Bu(t— 1)+ Dd(t),
yt) = Cux(t),
where,
—0.7 2 —0.03
0 —15| —1 |
1
C=\1 0[,D=] |.
1

Discretizing the above system parameters at samplingvadtef i = 30msec,

x(k+1) = Fa(k)+ Gu(k —7') + d(k),
y(k) = Cux(k),
where,
0.9792 0.05805 —0.001771
F — y G == ’
0 0.956 —0.02934
C=|10
0.02
0.015}
0.01f
§ 0.005
g -0.005}
—0.01}
-0.015}
002, 5 10 15 20 25 30

Time (sec)

Figure 4.1: Slow time varying disturbandék)

(4.15)
(4.16)

(4.17)
(4.18)

Figures (4.2) to (4.13) shows the nature of the system ureteranked enviornment.

In order to check the robustness of the derived control lalea 8me varying distur-
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Figure 4.5: Magnified result of state variablgs x-

bance is applied at the input of the system as shown in Figuig. (Figure (4.2) shows

the deterministic network induced fractional delay withga of3msec < 7 < 20msec
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under which the system shows the stable response satig®is)y In this work, net-

work delay is considered as the time required for the datlgiato travel from sensor
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to controller and controller to actuator. The time requifeddata packets to travel

from sensor to controller i5.5msec < 7, < 10msec and for controller to actuator is
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1.5msec < 7., < 10msec respectively. The sliding gaifi, is calculated using discrete
LQR method withQ) = diag(1000,1000) and R = 1. The computed values of sliding
gainareC, = [-1.77 —2.766]. The quasi-sliding mode band computed td4ié)| <
+0.2 to —0.2 with proper selection of user defined constant 100.

Figures (4.3) and (4.4) shows the plant state variablesinittal conditionz (k) = [1 1]
Both the states converges to zero from given initial condiin the presence of network
fractional delay. Figure (4.5) shows the magnified resuthefplant state variables. It
can be noticed that the effect of network fractional delaghatouptut of the system is
compensated as it is computed from first sampling instagurgi(4.6) shows the com-
pensated sliding surface calculated using Thiran appratkan rule. It can be observed
that the compensated sliding variable is computed fromdastpling instant even in the
presence of sensor to controller fractional delay. The nfi@ggihresponse of the same
is shown in Figure (4.7). Figure (4.8) shows the control algrik) which is computed
using proposed compensated sliding surfgég. This control signal is further applied
to the plant through the network. The same approach of tinleydmmpensation is
used to compute the compensated control sigp@t). The result of the same is shown
in Figure (4.9). From the magnified result in Figure (4.10%an be justified that the
effect of controller to actuator fractional delay is alsonpensated as the control signal
is computed from first sampling interval.

The algorithm is also examined for different SNR as shownigufe (4.11). It can be
observed from Figure (4.12) that the system states covergero for different SNR.
Figure (4.13) shows the results of stability. It can be obsgfrom Figure (4.13) that
for giveny = 100 andd, = 0.2 guarantees the covergence®V; (k) and implies that
the trajectories of system (3.3,3.4) will be driven on thenpensated sliding surface
and maintain on it under the specified network fractionabhgelnd matched uncer-
tainty. Thus, from above results it is justified that Thirgpeoximation provides better
compensation in discrete-time domain in the presence efahtistic network delays

and matched uncertainty.
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4.4.2 Simulation and Experimental Results of Brushless DC M otor

The state space model of the system (3.34) is given as,

©(t) = Axz(t)+ Bu(t—7)+ Dd(t), (4.19)
y(t) = Cuz(t), (4.20)

r 1
c=lo1].p=| |
- 1
Discretizing the system at sampling interiial= 30msec, we get,

z(k+1) = Fa(k)+ Gu(k —7') + d(k), (4.21)
y(k) = Cz(k), (4.22)
where,
0.001836 0 0.004753
F= , G = ,
0.004753 1 —0.0001242
C =0 1}.

This section briefs about the simulation and experimemsililts of Position con-
trol Brushless DC motor in the presence of various detestimdelays using non-
switching control law. The effect of time delay compensatare deeply analyzed
through tracking response, compensated sliding variatnleantrol signal for different
network delays as shown in Figures (4.14) to (4.18). Thestriass of the proposed
algorithm is determined by applying time varying disturbarsignal at the input side
of the channel. The total networked induced delay with aeawfg 0msec to 28msec
was generated for which the effect of time delay is compeukaatisfying condition
(3.5). The sliding gain is computed through discrete LQRhoétwhich comes out
to beC, = [24.5156 31.6288] with Q = diag(1000,1000) and R = 1. The quasi-
sliding mode band computed to b&k)| < +0.2 to —0.2 with proper selection of user
defined constant = 1500. Figures (4.14(a)) to (4.15(d)) shows the simulated and ex-

perimental results of position control brushless DC motortbtal networked induced

64



geo ’gzso
? 5’200 F
:9’40 [ E 150 |
< c L |
8 20l §100r 1
g | S sof 1
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Time (sec) Time (sec)
(a) Simulated result of Position control for(b) Experimental result of Position control for
7=10msec 7=10msec
'@8 10" 2 2s0r
L8r o
> Sa00f
EG // B 150
§ N // é 100
§ 2 // :é 50
a4 ‘ ‘ ‘ ‘ ‘ g : ‘
a0 0.01 0.02 0.03 0.04 0.05 o 0 10
Time (sec) Time (sec)

(c) Magnified simulated result of Position control fo{d) Magnified experimental result of Position control

T=10msec for =10msec

05 : : : : : : :

= | ‘ 2 002

g 0 B g

& a

>.05F >

=) o 0 | | |

= £ ’

2 af 2

0 1 0

a5 . . . . . . . . . 0.02 . . . . . . . . .
0 10 20 3 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100

Time (sec) Time (sec)

(e) Simulated result of compensated sliding variabl§) Experimental result of compensated sliding vari-
for r=10msec able forr=10msec

S -06f g oozf

8 8

& g 001

;-0'8 [ ; "A

= % or

® A @ -0.01F

4 2 2 1 o 1 2 3 0 10
Time (sec) Time (sec)
(9) Magnified simulated result af k) for r—=10msec (h) Magnified experimental result ofs(k) for
7=10msec

Figure 4.14: Simulation as well as Experimental resultgatking and compensated
sliding surface forr=10msec

65



Control Signal

Control Signal

(c) Magnified simulated control signal fer10msec (d) Magnified experimental

Position Control (degrees)

-35

0

I
10

I
20

I
30

I
40

50
Time (sec)

I
60

I
70

I
80

I
920

100

(a) Simulated control signal far=10msec

-11

-1.2

@
=}

IN
o

N
o

o

%107
i

-2

-1 0
Time (sec)

1

(e) Simulated

0 1‘0 26 3‘0 4‘0 5‘0 G‘O 7‘0 80 90
Time (sec)
result of Position control
7=18msec
x107
0 0.01 0.62 0.63 0.64 0.65
Time (sec)

Position Control (degrees)
N > o

o

100

Control Signal

1 . . . . . . . . .
0 10 20 30 40 50 60 70 80 90
Time (sec)

100

(b) Experimetal control signal far=10msec

2F

o
T

Control Signal
-

Time (sec)
control signal for

7=10msec
’gzso ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
g’zoo—
5150—
éloo— 1
é 50 - ]

0 10 20 30 40 50 60 70 80 90 100

Time (sec)

for(f) Experimental result of Position control for

T=18msec

0 ‘

2 200 |

[=2]

o} [

k=)

=150+

g

5 100

o

c

S s0f

o ! L

o 0 10
Time (sec)

(g9) Magnified simulated result of Position control foh) Magnified experimental result of Position control
T7=18msec

for 7=18msec

Figure 4.15: Simulation as well as Experimental resultsaritio| signal and tracking

response for=18msec and=24msec

66



0.5
é 0( é 0.02
s -05F =
o 2 o | | |
2 ar 2 ( ( ’
-15 ; ; ; ; ; ; . ; ! 0.02 . ! ; ! : ; ! ! !
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Time (sec) Time (sec)
(a) Simulated result of compensated sliding variabl®) Experimental result of compensated sliding vari-
for r=18msec able forr=18msec
L7 0.03F
g_o.ai T‘E 0.02+
E—ogf S oo l
2 . £ o} |
S -1r e}
o 9 001t
-1l L L L I
-12 -8 -4 0 4 0 10
Time (sec) Time (sec)
(c) Magnified simulated result 6f k) for 7—=18msec (d) Magnified experimental result ofs(k) for
T7=18msec
2
2 0 8
| |
% 3k go | | |
8 8 | | |
-3.50 1‘0 2‘0 3‘0 4‘0 5‘0 6‘0 7‘0 8‘0 9‘0 100 -10 10 20 30 4‘0 5‘0 6‘0 7‘0 8‘0 9‘0 100
Time (sec) Time (sec)
(e) Simulated control signal far=18msec () Experimental control signal for=18msec
x10°
” -1r P 15
< 11r T 05
£ £ L h
S S 0
©12 ° 051
-6 -5 -4 -3 0 10
Time (sec) Time (sec)
(g) Magnified simulated control signal for18msec (h) Magnified experimental control signal for
T7=18msec

Figure 4.16: Simulation as well as Experimental resultsoofipensated sliding surface
and control signal for=18msec

67



Position Control (degrees)

I I I
50 60 70 80 920

I I I I
0 10 20 30 40

100
Time (sec)
(@) Simulated result of Position control
T=28msec
7 x10* ‘
[ 7
g4 ' ]
S, ]
O
g1t 1
g 0O 0.0‘05 0.‘01 51;/ 0.(‘)2 0.625 0.(‘)3 0.635
Time (sec)

Position Control (degrees)
g

100 -
50 . ! ; ! : ; ! ! !
0 10 20 30 40 50 60 70 80 90 100
Time (sec)
for(b) Experimental result of Position control for
T=28msec
1;"'_"’200 r [
s
€ 150 -
8 |
_5 100 -
3 |
o 0 10
Time (sec)

(c) Magnified simulated result of Position control fo{d) Magnified experimental result of Position control

T=28msec

0

-05 1

B 4

Sliding Variable

15 I I I I I
0 10 20 30 40 50 60 70 80 90 100

Time (sec)

for 7=28msec

[od
o
[N}

Sliding Variable

o

=4
o
N}

40 50 60 70 80
Time (sec)

o
=
o
N
[}
W
S

90 100

(e) Simulated result of compensated sliding variabl§) Experimental result of compensated sliding vari-

for 7=28msec

041 g
[}
=
L.06f B
]
>
2-08F b
b=}
CanE ]
| | | | |
-2 -1 0 1 2 3
Time (sec)

able forr=28msec

Iod
o
[N}

Sliding Variable
o

=4
o
N}

|
10
Time (sec)

o

(9) Magnified simulated result af k) for r—=28msec (h) Magnified experimental result ofs(k) for

T=28msec

Figure 4.17: Simulation as well as Experimental resultgatking and compensated

sliding surface forr=28msec

68



N

° |

-
T

3+

Control Signal
o

Control Signal

BRI

N

35 I I I I . . . . . I I I I I . . .
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90
Time (sec) Time (sec)

(a) Simulated control signal far=28msec (b) Experimental control signal far=28msec

100

%10 2

4
©
T

AN
T

1k

Control Signal
RN .
N
Control Signal

oF

= k
)
T T

=
w

. . .
-2 -1 0 1 0 10
Time (sec) Time (sec)

(c) Simulated Magnified control signal for(d) Experimental Magnified control signal

T=28msec T=28msec

Figure 4.18: Simulation as well as Experimental resultsooitiol signal forr=28msec
along with tracking response

delay ofr = 10msec with 7,. = bmsec andr,, = 5msec. The fractional part of total

networked delay for sampling interval 6f = 30msec is computed to be’ = 0.33,

7.. = 0.166 and 7., = 0.166 respectively. Figures (4.14(a)) and (4.14(b)) shows the

simulated as well as experimental trajectory results opthat. It can be observed that
the position of DC motor is controlled according to variasdn the reference inputs
without chattering even in the presence of specified netwel&y. The tracking results
are magnified as shown in Figures (4.14(c)) and (4.14(d)ydermto examine the ef-
fect of time delay compensation. It can be noticed that i Itleé cases the fractional

part of the delay from sensor to controller is compensatdti@position of the motor

commence the reference input signabatsec. The same consequence of time delay

compensation is observed in sliding variable (4.14(e)) @nt4(f)) as well as control
signal (4.15(a)) and (4.15(b)) respectively. Observirgriagnified results (4.14(Qg)),
(4.14(h)), (4.15(c)) and (4.15(d)) it can be noticed tha&t tompensated sliding vari-
able and control signal both are computed from first samphiatants. Thus, the effect
of fractional delay from sensor to controller is compendatethe sliding surface and
control signal. The proposed algorithm was further exachifog = = 18msec and

28msec respectively. Figures (4.15(e)) to (4.15(h)) shows theltse®f position con-

trol brushless DC motor. The results are carried out undetdtal networked delay
of 7 = 18msec with 7,. = 9msec andr,, = 9msec. The fractional part of delay for

h = 30msec is computed as’ = 0.6, 7/, = 0.3 and7., = 0.3 respectively. The sim-
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ulated and experimental tracking results of the plant ferdpecified networked delay
are shown in Figures (4.15(e)) and (4.15(f)). It can be eotihat in both the cases the
position of DC motor is controlled for all given referenceirs. In order to examine
the effect of fractional time delay compensation the sarsalte are magnified in Fig-
ures (4.15(g)) and (4.15(h)). It can be noticed that thecefté fractional delay from
sensor to controller is nullified as the output follows thierence signal at = 9msec.
The same effect of time delay compensation is observed dmglivariable (4.16(a))
and (4.16(b)) as well as control signal (4.16(e)) and (4))6Observing the magnified
results [(4.16(c)), (4.16(d)), (4.16(g)) and (4.16(h))tan be noticed that in both the
cases the sliding variable and control signal are computed first sampling instants.
Thus the effect of fractional part of delay from sensor totoalfer is compensated at
sliding variable and control signal. Figures (4.17(a))4d.8(d)) shows the results of
position control of brushless DC motor for total networkeday of 7 = 28msec with
Tse = 14msec andr,, = 14msec. Considering the sampling interval bf= 30msec the
fractional part of delay is computed as= 0.933, 7., = 0.466 andr,, = 0.46 respec-
tively. Figures (4.17(a)) and (4.17(b)) shows the simulated experimental tracking
results of the system for the specified networked delay.dtteaobserved that in both
the cases, output tracks the reference trajectory withoattering. In order to examine
the actual effect of time delay compensation the resultsregnified as shown in Fig-
ures (4.17(c)) and (4.17(d)). Observing the magnified tesutan be concluded that
the effect of fractional part of delay from sensor to conéois compensated as output
tracks the reference signal at= 14msec. Figures (4.17(e)), (4.17(f)), (4.18(a)) and
(4.18(b)) shows the simulated and experimental resultswipensated sliding variable
and control signal for specified networked delay. It can biced from the results
that the time delay compensation algorithm works efficiefal large value ofr. The
magnified results of the same are shown in Figures (4.17@07(h)), (4.18(c)) and
(4.18(d)) which clearly justifies that in both the cases tfiece of fractional part of
delay from sensor to controller is compensated in the gliglariable as well as control

signal.
Thus from above results, it can be concluded that the notelsing controller designed

using proposed algorithm works efficiently with the netwadday range ofl Omsec

to 28msec in simulated as well as experimental environment. The ppeg@ontroller
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compensates the effect of fractional time delay withouttehiag for) = 1500 satis-
fying (4.4) and shows the stable response satisfying (#.The presence of matched

uncertainty.

Comparison of proposed algorithm with conventional sliding mode control

In this section, the experimental results of proposed élgyorare compared with switch-
ing sliding mode control using time delay approximation aadventional sliding mode

control. The results are compared in terms of tracking nesposliding variable and
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Figure 4.20: Control signal response of coventional SM@atlgm for r=12.8msec

Algorithm Comparison Results
T T, Chattering Response
Coventional SMC' | 12.8mseg Undefined high unstable
Switching SMC 12.8mseq  1sec within QSMB stable
Proposed method | 12.8mseqg 0.3sec | negligible within QSMB| stable

Table 4.1: Comparison of Proposed Algorithm, SwitchingdoaSMC and Conven-
tional SMC

control signal for total networked delay ef = 10msec. From the comparative re-
sults [Figures (4.19(a) to (4.20)], it can be observed thatconventional sliding mode
control becomes unstable for a small delayrof = 5msec while the sliding mode
controller designed using switching algorithm generdteschattering behaviour at the
output signal compared to proposed algorithm. Thus, Thiyaproximation proved to
be more efficient technique for non-switching based disetiete sliding mode control.
The comparison of proposed algorithm with switching skigmode control using time
delay approximation and conventional sliding mode cordrel summarized in Table-

4.1.

4.4.3 Simulation Results With Real-Time Networks

In previous section the efficacy of the proposed control kexiamined in the presence
of Brushless DC motor connected through networked meditoan be observed from
simulation results that, the control law proposed usingswitching reaching law pro-
vides faster convergence without increasing the ampliafid®ntrol signal. The chat-
tering is also negligible compared to switching-type cohfaw. Thus, in this section
the efficacy of the proposed non-switching control law igHar tested in the presence

of real time networks and matched uncertainty. The real tiet@orks are simulated
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using True Time software which provides wide range of siagdanetworks such as
CAN, Switched Ethernet, Profibus, Profinet, CSMA/CD, Rourab&n etc.. In this

work, the simulations are carried out under CAN and SwitcBttbrnet communica-

tion medium as network delays are assumed to be determimstiature. Further, the

performance of the system is also studied in the presencaciiploss situation.

The following network specifications and parameters arsicened for simulations:

Networked Medium : CAN and Switched Ethernet
Data Rate (bits/s)=80000

Minimum frame size (bits)=512 (C AN) and 1024 §witched Ethernet)

Loss Probability =010 0.5
sampling interval h=0.030 second.

C, = [24.5156 31.6288]
|s(k)| < +0.2 to —0.2 with user defined constait= 1500.

Consider the continuous-time LTI system as,

(t) = Ax(t)+ Bu(t—7)+ Dd(t),

y(t) = Cuxlb),
where,
|07 2 ~|—0.03
0 —15| 1|
r 1
C=1 0|,D= :
- 1

(4.23)
(4.24)

Discretizing the above system parameters at samplingvadtef » = 30msec we get,

z(k+1) = Fa(k)+ Gu(k —1") + d(k),

y(k) = Cux(k),
where,
0.9792 0.05805 —0.001771
0 0.956 | —0.02934 |
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Figure 4.24: Tracking response of system with CAN networdtarrraffic conditions
In this section, the nature of the system with CAN as a netedrkedium is stud-
ied in Figures (4.21) to (4.36). The robustness of the prega®ntroller is checked
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by applying slowly time varying disturbance at the inputesaf the system as shown

in Figure (4.1). In CAN, it is assumed that the minimum franmegs 512 bits and
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data transfer rate is 80000 bits/sec. So, the delay gedeiratine CAN network to
transfer the data packets from sensor to controller,is= 6.4msec and from con-
troller to actuator i, = 6.4msec. The processing and the computational delays at
sensor, controller and actuator are considered.@s.sec, 0.5msec and0.5msec re-
spectively. Thus the total networked delay generated witné closed loop system is
T = 14.7msec. The fractional part of total network delay is obtainedras= 0.49,
7.. = 0.213 and 7/, = 0.213 for sampling interval ofh = 30msec. The schedul-
ing policies of sensor to controller and controller to atbuavith network under ideal
condition and bandwidth sharing condition are shown in Fegy4.21) and (4.22) re-
spectively. It can be observed that blue samples are iretic the traffic while yellow
and red samples indicate the scheduling policy for senswontroller and controller to
actuator. The trajectory response of the system for thear&tunder ideal condition
and traffic condition are shown in Figures (4.23) and (4.24an be noticed that under
both situations the output tracks the reference trajedtorihe specified networked de-
lay. In order to show the precise effect of time delay comp&as in CAN network at
the output results are magnified as shown in Figures (4.25§486). It can be noticed
that the effect of fractional delay from sensor to contrabecompensated as the output
tracks the reference input at= 8.3msec. The similar effect of time delay compensa-
tion for the network under traffic condition can be observedliding variable Figures
(4.27) and (4.28) as well as control signal Figures (4.29) @30). Observing the
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magnified results in Figures (4.28) and (4.30), it can becedtihat the sliding variable
and control signal are computed exactly after an intervdl of 1.4msec even in the
presence of sensor to controller delay. Apart from timeyetampensation, the pro-
posed algorithm was examined under packet loss conditigurés (4.31), (4.32) and
(4.33) shows the results of tracking response under pagg&eicondition while Figures
(4.34), (4.35) and (4.36) shows the instances of packet dtagan be observed from
results that when the packet los$ig% the system goes to unstable condition. Thus it
can be concluded that the system shows the satisfactorgmesundeB0% of packet

loss for specified network delay with CAN as a communicati@dinm.

Switched Ethernet as a Network Medium
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Figure 4.37: Scheduling policies of sensor to actuator oitched Ethernet network
under ideal condition
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Figure 4.39: Tracking response of the system with Switch#wfBet as networked
medium under idle condition.
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Figure 4.42: Magnified tracking response of the system wativork under traffic load
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Figure 4.43: Compensated sliding variab{&)

In this segment, the nature of the system is studied in Fy(#s7) to (4.52) for
Switched Ethernet type of communication medium considetive delays are deter-
ministic in nature. In Switched Ethernet, the minimum frasige is 1024 bits and data
transfer rate is 80000 bits/sec. So, the delay generatééhwiite network to transfer the

data packets from sensor to controlleris= 12.8msec and from controller to actuator
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IS 7., = 12.8msec. The processing and the computational delays at sensdrptien
and actuator are considered®8msec, 0.5msec and0.5msec respectively. Thus the
total networked delay within the closed loop system is commgpuasr = 27.5msec.
The fractional part of total network delay is obtainedras= 0.91, 7/, = 0.426 and
7!, = 0.426 for sampling interval of. = 30msec. The scheduling policies of sensor to
controller and controller to actuator with network undezaticondition and bandwidth

sharing condition are shown in Figures (4.37) and (4.38)eetvely. The trajectory
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Algorithm Comparison Results
TOAN TEther T Response
Coventional SMC' | 14.7mseg 25.7msed Undefined| unstable
Proposed method | 14.7mseqg 25.7mseq  1sec stable

Table 4.2: Comparison of Proposed Algorithm with ConveamidcSMC in True Time

response of the system for the network under ideal condérahtraffic condition are
shown in Figures (4.39) and (4.40). It can be noticed thatubdth the situations the
output tracks the reference trajectory for the specifiedoiked delay. In order to show
the exact effect of time delay compensation in Switched ttanetwork at the output,
results are magnified as shown in Figures (4.41) and (4.42anl be noticed that the
effect of fractional delay from sensor to controller is canpated as the output tracks
the reference input at= 14.7msec. The similar effect of time delay compensation for
the network under traffic condition can be observed in sfjdiariable Figures (4.43)
and (4.44) as well as control signal Figures (4.45) and {4 @6serving the magnified
results in Figures (4.44) and (4.46), it can be noticed thastiding variable and control
signal are computed exactly after an intervat of 1.4msec even in the presence of
sensor to controller delay. Apart from time delay compensathe proposed algorithm
was examined under packet loss condition. Figures (4.448) and (4.49) shows the
results of tracking response under packet loss conditiolewigures (4.50), (4.51) and
(4.52) shows the instances of packet drop. It can be obséwedresults that when
the packet loss i50% the system goes to unstable condition. Thus, it can be cdedlu
that the system shows the satisfactory response widénf packet loss for specified

network delay with Switched Ethernet as a communicationiomed

Comparison of proposed algorithm with conventional sliding mode control under

CAN and Switched Ethernet as a network medium
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. . . . . . . . .
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Figure 4.53: Time delay compensation scheme with CAN aswaarked medium.
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Figure 4.56: Tracking response of conventional SMC witht€wéd Ethernet as a net-
worked medium.

In this section, the results of proposed algorithm were cmexqb with conventional
SMC for CAN and Switch Ethernet communication medium. Feguf4.53), (4.54),
(4.55) and (4.56) shows the comparative results of propasgatithm and conven-
tional SMC for discrete time sliding mode control. It can beserved from compari-
son that conventional SMC shows unstable response for #wfigal networked delay.
Thus, Thiran approximation proved to be efficient techniguéiscrete time sliding
mode control under packet loss condition and matched uaingrt The comparison of
proposed algorithm and conventional SMC for CAN and SwitcBéhernet communi-

cation medium are summarized in Table-4.2.
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45 Conclusion

In this chapter, we explored Thiran’s approximation tegaeifor fractional delay com-
pensation in discrete-time domain. Using this approach;switching type discrete
time sliding mode controller is designed which computesdbetrol actions in the
presence of network delay and matched uncertainty. Thdistadf the closed loop
NCS is assured by using Lyapunov approach such that sysétes semain within the
specified band. The effectiveness of the derived algoritisnissted using Illustrative
example and brushless DC motor setup with deterministiwor&ed delay and matched
uncertainty. The experimental results are compared withswaitching SMC, switch-
ing SMC as well as conventional algorithm. The comparatasuits proved that the
fractional delay approximated using Thiran Approximatismost efficient technique
as it compensates the fractional network delays in disd¢neie domain. Moreover, the
simulation results carried out using illustrative exangié experimental results carried
out in the presence of DC servo motor plant proved that th&alaigorithm designed
using non-switching reaching law is robust and efficienbatgm as it provides the
faster convergence with less chattering in discrete-tiorean. Further, the efficiency
of non-switching controller designed using Thiran Appro&tion was examined under
simulated CAN and Switched Ethernet networked medium u$mig Time. The re-
sults shows that the proposed control algorithm designed)dshiran Approximation
compensates the networked delay in the presence of netwaridealities (time delay,

packet loss and matched uncertainty).
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CHAPTERS

MULTIRATE OUTPUT FEEDBACK
DISCRETE-TIME SLIDING MODE CONTROLLER
FOR FRACTIONAL DELAY COMPENSATION

5.1 Introduction

In NCS, if states information is available for measureméentstate feedback is the
simplest way for designing the SMC controller. In reality &my network based control
system most of the states are observable but they are imnabésuSo it is essential
to design the SMC controller based on output informationciig always measurable.
This chapter summarizes the designing of multirate ouggediback based discrete-time
sliding mode controller in which the control input is comgditbased on the system
outputs and past control signals by taking full advantageedivork transmission. A
Thiran Approximation technique is used to compensate thearked delays. The
sensor to controller delay is compensated at the slidinfaseir while sliding mode
controller (SMC) is utilized to compute the control sequesic The stability of the
closed loop NCSs is derived using Lyapunov approach. Stiouakaresults are given to

demonstrate the effectiveness of the proposed approach.

5.2 Problem Formulation

Figure (5.1) represents the schematic diagram of NCS witl tlelay compensator and
multirate output feedback approach. As shown in Figure) (hé state information and
control information are exchanged between plant and chetrihrough the networks
suffering from sensor to controller delay,{) and controller to actuator delay.().
The state information are computed based on multirate odgedback approach. In
this approach, the system states are estimated throughitjyet information and error

between the computed state and actual state of the systestogmero once the multirate



output sample is available. While, in coventional outpwdieack the error between
the actual states and estimated states decreases asgityt@ind approches to zero at
infinite time. In multirate output feedback technique, thatcol inputs and plant output
signals are sampled at different sampling intervals. Issuaed that the sensor output

measurements are faster than control input signals. Thbhemettical expression of

. Unit delay

Actuator Actual Plant fr—— i
Tuo |d:k1 l
Unit df \77. Output Stack
Time Delay M V‘
Compensator 4 R |
I !
d(k-1)| [U (k1)
ukh=Ta) State
Computation
xnat(K)
T Networked Medium Tec
u‘ k] T Stk} l Xhﬁt( k— TECJ
Controller |& Time delay
Compensator

Figure 5.1: Block diagram of NCS with multirate output feadk approach

control input signal sampled atsampling interval is given by:

z((k+1)¢) = For(ko) + Go(u(ko) + d(ke)), (5.1)

y(ko) = Ca(kg). (5.2)

Let the output samples be sampled aampling interval given by,

.
=%, (5.3)

where,A is the positive interger observability index of the system.
Similarly, the mathematical expression of the sensor dutpta sampled &t sampling

interval is given as:

2((k +1)¢) = Fea(kQ) + Ge(u(kC) + d(kC)), (5.4)

y(k¢) = Cx(kC). (5.5)
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Remark — 6: The stability of closed loop system is guaranteed, if pair, G,) is

controllable and paifF;, C') is observable.

The output of multirate output feedback is expressed in amattical form as:
(k) = Hyy, + Hyu(k — 1) + Hyd(k — 1), (5.6)

where,y;. represents the output staekji — 1) represents the past control input signal,

d(k — 1) represents the past disturbance signal which are avaftalobemeasurements.

Hy = A¢(ZOTZO)7lzgﬂ, H, = B¢ — HyXo, H, = d¢ — HyCd

C 0
CAC CBC

Zo= : , Xo= : )

(CAY] |O%L, (A¢)' B

0 y((k=1)9)
CaC y((k=1)¢+ ()

Cdz » Y=

OS5 (A de | - yko—Q)

Thus, observing Egn. (5.6) it can be noticed that the outpututirate depends on
past output samples, past control signal and past distoebsignal. Thus, the output
of sensor computed based on multirate ouput feedback agpwidl be applied to the
controller through network.

Remark — 7: In this chapter nature of the system, total fractional meknelaysr’,
sensor to controller fractional delay. and controller to actuator fractional delay,
would remain same as mentioned in section (3.3).

Problem Statement: The main objective, is to design multirate output feedback
based discrete-time sliding mode control law for syster3,834) in the presence of

fractional delayr/. andr/, satisfying (3.5) and matched uncertainty satisfying (3.7)
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The next section describes the mathematical derivatioridihg surface that com-
pensates the effect of fractional delay)(in the presence of matched uncertaidty:)

using multirate output feedback approach mentioned in Eg6).

5.3 Design of Sliding Surface Using Multirate Output
Feedback

For designing DT-SMC, we propose the sliding surface usihgah Approximation
rule and multirate output feedback approach in the forrh@hma — 2 as under.
Lemma — 2: The sliding surface for the given system (3.3, 3.4) withseero con-
troller fractional network delay satisfying assumption &hd (2) specified in section
(3.3) is given as:

s(k) = Csz(k) — aCsi(k — 1), (5.7)

where,

a = =, C, represents the sliding gain.
Proof: Let the sliding surface with network fractional delay fr@@nsor to controller
(7..) is given by:

s(k) = Csz(k —71,), (5.8)

where,C; indicates the sliding gair;(k — 7.) indicates the delayed state vector. The
value of sliding gairn”'; is computed using discrete LQR method with proper selection
of Q and R matrices.

Applying z-transform to Eqgn. (5.8) we get:

s(z) = Cs@(2)z e, (5.9)

where,r!, = v = 7. /h.
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Consideringr’, < 1 and using Eqgn. (3.9 " can be approximated as,

’ l 27'/ + 'l
e — 2L (1)K m —~'se " ° -k 1
z k:O( ) (k) 1:0278,6 A Z-Z (5.10)

The above Eqn. (5.10) can be further expanded as:

o 1 27!, 271l +1 1
5 Tee — [(_1)0(0) {27/ * o " 1}z0+ (—1)1(1) (5.11)

271 2. +1)
* 2.
2t +1 27I.42

On simplifying we get,

T

2T =1 —az L. (5.12)

’
TSC

where,a = T

Substituting Egn. (5.12) into (5.9),

s(z) = [1 — az Y2 (2)C,. (5.13)

Further solving,

s(2) = 2(2)Cs — az'2(2)C,. (5.14)

Appling inversez-transform we have,

s(k) = Oy (k) — aCi(k — 1). (5.15)

This completes theroof.

Observing Eqgn. (5.15) it can be noticed that the slidingasie$( %) depends past output
samples, past control signal, past disturbance signal arehpetera’ approximated
through thiran approximation rule. Thus, the effect of serite controller fractional
delay7.. in the sliding surface at each sampling instanis compensated through pro-

posed technique.

Now, we are ready to propose multirate output feedback bdssiete-time sliding

mode control law using the sliding surface (5.7).
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5.4 Design of Discrete-Time Networked Sliding Mode
Control (DNSMC) Using Multirate Output Feed-
back

In this section, discrete-time sliding mode control law éided for deterministic net-
work fractional delays+{. andr/,) along with its stability using sliding surface (5.7)

represented in form df’heorem — 3.

Theorem — 3: The discrete-time sliding surface (5.7) is reached in dditime in
the presence of networked delays satisfying (3.5) and redtcmcertainty (3.7) pro-

vided the control law is designed as:

u(k) = —(CsG) " Hayyr + Hugu(k — 1) + Hygd(k — 1) — Js(k) — ds(k) (5.16)
+dy] — d(k).

where,
H = (C.F), I = aCy, J = [1 = q(se(k))], (H = )Hy, = Hyy (H — I)H, = Hy,
(H—1)H; = Hyg.

Proof : The reaching law proposed in [Bartoszewicz and Lesniew&K14)], is used
to derive the control law since it provides faster conveogerThe reaching law in the

presence of sensor to controller fractional delgy)(is given by:
sk + 1] = {1 = qls(k)]}s(k) — d(k) + di, (5.17)

where,

{q[s(k)]} = m d(k) represents the disturbance,

d; = %4 mean value ofi(k), d» = 2%, deviated value ofi(k) and is the
designer’s constant satisfying,

Y > dy. (5.18)
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The reaching law in Eqn. (5.17) contains the disturbana® tehich is applied through

the network. Thus, the compensated disturbah¢k) is given as:
ds(k) = d(k) — ad(k —1). (5.19)
Using Eqn. (5.7), Egn. (5.17) can be rewritten as
(k4 1)Cs — aCsz(k) = [1 — q(s(k))]s(k) — ds(k) + d;. (5.20)
Substituting the value af(k + 1) in Egn. (5.20),
Ci[Fi(k) + G(u(k) + d(k))] — aCz(k) = [1 — q(s(k))]s(k) — ds(k) + di. (5.21)
Further simplification gives,
CsFi(k) + CsG(u(k) + d(k)) — aCsi(k) = [1 — q(s(k))]s(k) — ds(k) + d;.(5.22)
The above Eqn. (5.22) further can be expressed in the tercanriol law as,

u(k) = —(C,G) Y [Hayyr + Huqu(k — 1) + Hygd(k — 1) — Js(k) — dy(k) (5.23)
+dy) — d(k).

This completes theroof.

Observing the Eqn. (5.23) it can be noticed that the conawl is computed based
on the information available in the output stagkand not the state information. Thus,
using sliding surface (5.7) and control law (5.16) the ditytof the closed loop NCS

is derived such that the system states will remain withinldaed in the presence of

network fractional delay®) and matched uncertaint(k).

54.1 Stability

The system states in (3.3, 3.4) will slides on the slidindexg (5.7) and maintain on

it with the controller designed in (5.23) under network fracal delay (') satisfying
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(3.5) and matched uncertainty (3.7) such that for any d, and~y < 0 the following
condition should hold true:
0=<r=s"(k)s(k). (5.24)

Proof : Consider the sliding surface (5.7) as,
s(k+1)=Csz(k+ 1) — aCsz(k). (5.25)
Let the Lyapunov function be given by,
Vi(k) = " (k)s(k). (5.26)
Taking forward difference of the above Eqn. (5.26),
AV, (k) = sT(k + 1)s(k 4+ 1) — s7(k)s(k). (5.27)
Substituting the value of(k + 1) from Eq. (5.7) we get,

AV, (k) = [Csz(k + 1) — aCua (k)] [Cot(k + 1) — aCi (k)] (5.28)
—sT(k)s(k).

Substituting the value of(k + 1) we get,

AV, (k) = [CLIFa(k) + Glu(k) + d(k))] — aCLa (k)] [CIF(k) + Glu(k) (5.29)
+d(k))] — aCyi(k)] — sT(k)s(k).

Substituting the value af(k) and further solving it we have,

AV,(k) = [[1 = q(s(k))]s(k) = de(k) + di]" % [[1 — q(s(k))]s(k) — de(k) (5.30)

+dy] — sT(k)s(k).

It can be seen that the terlil — ¢(s(k))]s(k) — d.(k) + d;] contains the disturbance
terminAV; (k). Lets = [[1—q(s(k))]s(k)—dc(k)+di]"*[[1—q(s(k))]s(k) —dc(k) +d]
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Then we have,

AV (k) = k — s (k)s(k). (5.31)

If » is closed tuned to zero by appropriately selecting the patant, thens” (k)s(k)
will be larger thanx. Therefore, for any constant parameterwe haveAV (k) <
—vsT(k)s(k) which guarantees the convergencedf, (k).

This completes theroof.

5.5 Resultsand Discussion

In this section the efficacy of the designed control algonittased on MROF approach
is validated in the presence of fractional network delayraatthed uncertainty applied
at the input channel of the system. The simulation resuécarried out using illus-
trative example [Wu and Chen (2007)] in MATLAB enviornmennesidering different

fractional delays.

55.1 Simulation Results

Consider the continuous-time LTI system as,

(t) = Axz(t)+ Bu(t—7)+ Dd(t), (5.32)
y(t) = Cuz(t), (5.33)
where,
—-0.7 2 —0.03
pu— ’B pu— y
0o -1 5] { -1 }
1
c=[1 of,p !
1
Discretizing the above system with sampling intervahof 30msec we get,
z(k+1) = Fa(k)+ Gu(k —7') + d(k), (5.34)
y(k) = Ca(k), (5.35)
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where,

0.9792 0.05805 —0.001771
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Figure 5.2: Actual state; and estimated statg with initial conditionz,=0.5 forr =
12.8msec
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Figure 5.3: Actual state, and estimated state with initial conditionz,=0.5 forr =
12.8msec
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Figure 5.4: Magnified result of actual stateand estimated statig with initial condi-
tion z;=0.5 forT = 12.8msec

Figures (5.2) to (5.18) shows the nature of system usingiratdtoutput feedback
approach under networked environment. The robustnesedytstem is validated by
applying slow time varying disturbance applied at the ingide of channel. The net-
worked delay is considered as the time required for the datkgts to travel from
sensor to controller and controller to actuator. The sgdyain parameter is calcu-

lated using discrete LQR method which comes out tache- [-1.77 —2.766] for
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Figure 5.5: Magnified result of actual stateand estimated state with initial condi-
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Figure 5.6: Sliding surface(k) for 7 = 12.8msec
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Figure 5.8: Control signal(k) for 7 = 12.8msec
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Figure 5.9: Magnified control signal k) for 7 = 12.8msec

@ = diag(1000,1000) and R = 1. The sliding bands(k)| remains same as that of

previous cases. The initial condition of the system in bbih ¢ases are considered
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Figure 5.12: Magnified result of actual stateand estimated stat with initial con-
dition 2;=0.5 forT = 25.6msec
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Figure 5.13: Magnified result of actual stateand estimated stat® with initial con-
dition 25,=0.5 forT = 25.6msec

as[r, ] =1[0.5 0.5]7. The sensor output signal is sampled(at= 2msec and
the control input signal is sampled at= 6msec consideringA = 3. The efficacy
of the proposed algorithm is checked under networked defay & 12.8msec and
T = 25.6msec respectively.

Figures (5.2) to (5.9) show the regulatory response of s@t@bles, sliding variable

and control signal for = 12.8msec with 7,. = 6.4msec andr,, = 6.4msec. Since
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Figure 5.18: Output stack.

the system is discretized at= 30msec, the fractional part of delay is computed to be
7 = 0.426, 7., = 0.213 and 1), = 0.213 respectively. Figures (5.2) and (5.3) show

the regulatory response of the system states for the spgeodigvorked delay. It can be
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observed that the actual states,(z;) and estimated states;( z,) both converges to
zero from their given initial condition. In order to proveetleffect of multirate output
feedback and time delay compensation the results are medj@i§ shown in Figures
(5.4) and (5.5) respectively. It can be noticed that in baites the estimated state vari-
ables follows the actual state variable(at= 2msec which means the error becomes
zero once the multirate output sample is available. Aparhfthese, both the states are
computed from first sampling instants. Thus, the effect attiobnal time delay from
sensor to controller and controller to actuator is compealsaThe similar effect of
compensation is observed in sliding variable and contgiai results shown in Fig-
ures (5.6) to (5.9). Observing the magnified results showkigares (5.7) and (5.9) it
can be noticed that the sliding variable and control sigo#h lare computed from first
sampling instants even in the presence of sensor to caetfadictional delay.

Figures (5.10) to (5.17) show the response of the systenrinstef state variables,
sliding variable and control signal for = 25.6msec with 7,. = 12.8msec and ., =
12.8msec. The fractional part of delay is computed tode= 0.8533, 7’,. = 0.426 and
7o = 0.426 for h = 30msec. Figures (5.10) and (5.11) show the regulatory response
of the system state variables for specified networked détagan be noticed that ac-
tual statesk;, z») and estimated states,( z2) both converges to zero from their given
initial condition. The magnified regulatory response of slaene is shown in Figures
(5.12) and (5.13). It can be observed that both states Vasaart converging to zero
at first sampling instant and the estimated states followsatttual state variables at
¢ = 2msec. Thus, the effect of network delay from sensor to contradied controller
to actuator is nullified at the output. The same effect is pleskin sliding variable
Figure (5.14) as well as control signal Figure (5.16). Obisgrthe magnified results
shown in Figures (5.15) and (5.17), it can be concluded tieegtfect of fractional delay
from sensor to controller is compensated through Thiranr@éximation. Figure (5.18)

shows the result of output stack for both the cases.

Thus, from above results it can be noticed that the proposetta algorithm works
efficiently for the networked delay dR2.8msec to 25.6msec. The sliding surface and
control algorithm derived using multirate output feedbagiproach with Thiran Ap-
proximation takes care of sensor to controller fractioreég and controller to actuator

fractional delay in the presence of matched uncertainty.
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5.6 Conclusion

In this chapter, a new idea of compensating the fractionkydm forward as well
as feedback channel is introduced using the concept of rat@ltoutput feedback ap-
proach. The sensor to controller fractional delay is corspted using Thiran Approxi-
mation at the sliding surface while controller to actuatactional delay is compensated
at actuator end. Using this novel approach a multirate dd¢y@alback discrete-time net-
worked sliding mode control law is derived that compute tbetml| sequences in the
presence of network fractional delay and matched unceytaline main advantage of
using multirate output feedback approach is that the systates are computed based
on the output information available and the error betweenmged as well as estimated
state variables becomes zero exactly after one sampliteninsStability of the closed
loop NCS is ensured using Lyapunov approach such that systtes would remain
within the band under network non-idealities. The simolatiesults carried out using
proposed technique shows the enhanced response and canesethe effect of frac-
tional delay accurately in discrete-time domain. The peggbalgorithm is validated

for deterministic type of network fractional delay.
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CHAPTER 6

DISCRETE-TIME SLIDING MODE CONTROLLER
FOR RANDOM FRACTIONAL DELAYSAND
PACKET LOSS

6.1 Introduction

In Networked Control System the behaviour of network detgrserally depends on the
characteristics of communication medium as well as occtypahchannel by different
elements. When large number of sensors, controllers anctacs share their infor-
mation through the common comunication medium then theor&tdelays and packet
losses are random in nature. In this chapter, a novel appisgcesented for designing
discrete-time sliding mode controller by treating randoacfional delay and packet
loss seperately. The fractional delay that occurs withmdang period while trans-
mitted from sensor to controller and controller to actuatwainnel are modelled using
Poisson’s distribution function and are approximated gidihiran’s delay approxima-
tion technique for designing the discrete-time sliding madntroller. The packet loss
that occur in communication channel between sensor to@éemtand controller to ac-
tuator are treated with Bernoulli's distribution functiand compensated at controller
end as well as actuator end. Further, Lyapunov approacted tasdetermine the sta-
bility of closed loop NCSs with proposed discrete-time SMtcoller. The feasibility
and efficiency of the proposed control methodology is oatithrough simulation and
experimental results which shows a significant responseievéie presence of random

fractional delay, packets loss and matched uncertainities

6.2 Problem Formulation

The block diagram of NCS with communication networked medand packet loss

situation is shown in Figure (6.1). The state informatioma&d as control signal are



transmitted to the controller and actuator through the agtwnedium. During trans-
mission, the state information and control signal expegetime delay from sensor
to controller channel and controller to actuator channgpeetively. These delays are
broadly defined as the time required for the data packetateltwithin the network.
While transmission, if data packets takes longer duratiotinee to travel within the
network than sampling interval it is called as packet lodsis Bituation mainly arises

due to network congestion, node competition or heavy trafftbe network.

Actuator > Actual Plant > Sensor

d(k)
ua(k)

Fractional Delay
Compensator

T x(k)

A== Nem'urkx
Packet delay T,
Loss

— Networked Medium
N; Q:ori{ E Packet\
= Loss
uck Sliding Mode s(k) Fractional Delay J x(k-1".)

Controller Compensator

Figure 6.1: Block diagram of NCS with fractional delay comgation and packet loss

Consider the linear time invariant SISO system with randetwork delay in continuous-

time domain as:

#(t) = Ax(t)+ Bu(t —7.) + Dd(t), (6.1)

yt) = Cx(t), (6.2)
wherex € R" is system state vectar,€ R™ is control inputy € R? is system output,
Ae R Be R™ C e RP*™, D e R™™ are the matrices of appropriate dimen-

sions,d(t) is the matched bounded disturbance WitfY)| < d,,.., andr, is the total

random network delay in continuous-time domain.
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The discrete form of system (6.1) and (6.2) is:

z(k+1) = Fa(k)+ Gu(k —7)+d(k), (6.3)
y(k) = Cuz(k), (6.4)

whereF = e, G = [ M Bdt, d(k) = [, e Dd((k + 1)h — t)dt € O(h). Since

|d(t)| < dpmaz, it can be inferred that(k) is also bounded an@d (k) [Mehta and Bandy-
opadhyay (2016)]. For simplicity, it is assumed thét) is slowly varying and remain
constant over the intervah < ¢ < (k + 1)h [Mehta and Bandyopadhyay (2016)].

The total random fractional delay) occurring within the network denoted as,

whereh is the sampling interval.

Remark —8: In this work, the non-integer form of random fractionalalet is consid-
ered instead of integer form in discrete-time domain in ptdeompensate the precise
effect of random network delay occuring at each samplintamts.

Assumption — 3: Network induced fractional delays are random in naturethece-
fore satisfying

where7; and7, indicates the lower and upper bound of total random fraetioetwork
delays.

The total random network induced fractional delay is the loimration of sensor to con-
troller fractional delay£,.) and controller to actuator fractional delay,) having ran-

dom behaviour which is given as,

T = Asc + 7A-caa (66)

where,7,, = ™ and7,., = ™.

Assumption — 4: In this work, it is assumed that only single packet loss ogcu
The assumption is justifying as the packet time delay mae gampling period is con-

sidered as dropped or lost packet.
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Problem Statement: To design robust non-switching discrete-time sliding eod
controller for the system (6.3,6.4) in the presence of ramffactional delays,. and
T.a,» Matched uncertainty and packet loss situation satisfygamglition (6.5), (3.7) and

assumption (4).

The sliding mode controller involves the sliding surfaceida that steers the system

states towards the surface and control law that computesotiteol sequences.

The next section proposes the design of sliding surfacec@ipensates the ef-
fect of random fractional delay occuring between sensooturoller in NCSs. It also

discusses about the modelling of random fractional delaypatket loss.

6.3 Sliding Surface with Random Fractional Delay and
Packet L oss

The effect of random fractional delay in discrete-time dondue to presence of net-

worked medium is compensated in sliding surface presentBdimma — 3.

Lemma — 3: The sliding surface(k) for a random fractional delayr(.), satisfying

conditions (6.5) and (3.7) with packet loss for the syster8,864) is given as:
s(k) = (1 —a)al(k) + az.(k — 1), (6.7)

where,
2l (k) = Cyz(k) — cCsx(k — 1), 2.(k — 1) = Cox(k — 1) — cCox(k — 2),s = ===, C

7/;SCJ’»:L !

is the sliding gain and: is the probability of the data packet lost.

Proof: In discrete-time domain there are various algorithms fadetling the ran-
dom variables such as Bernoulli's distribution, Geomedrstribution, Poisson’s distri-
bution, Probability distribution, Binomial distributicend Pascal distribution. Among

these algorithms Bernoulli’'s distribution and Probapilitistribution are two widely
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used algorithms for mathematical modelling of integer typreetwork delays in discrete-
time domain. Since, the sensor to controller delay)(is random and fractional in
nature, Poisson’s distribution is the most suitable apgraa discrete-time domain.
Poisson’s distribution is used to model the random vargabfesmaller values on the
basis of number of events occurred over the specified iritefwame. The occurrence
of the events is based on the number of trials required torgemthe event. So, using
this approach the random fractional delay is modelled byragyy that at each sam-
pling instants an event takes place such that the networkky anight be lesser or
higher than sampling interval.

Thus, the communicated state variable over the networlkgaandom fractional delay

from sensor to controller is given as:
ze(k) = 2(k — 7s), (6.8)

where,7,. is the fractional form of sensor to controller delay in detertime domain
that takes the values in a finite set, that{is,.}e{d;, ds, ...... ,d,}. Thus, the sensor
to controller fractional delay7,.} can be modelled using Poisson’s distribution with

probabilities given by,
Pr{te.=d,} = E{d,} = B,,v=1,2,.....q. (6.9)

where 3, is the positive scalar and!_, 5, = 1, E{d, } is the expectation of the stochas-
tic variabled,. The mathematical representation @&f with poisson’s distribution is
given by:

Ae~A

61} = T;w:0,1,2,3, ..... (610)

where,w indicates the number of trialg,denotes average number of events per interval
ande denotes the Euler's number.

Applying z-Transform to Eqgn. (6.8) we get,
To(2) = 2(2)27 ™, (6.11)
where, 7, = v = <,

h
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Using Egn. (3.9); ™ can be approximated as,

) l 27+
“Tse = NE(—1)k | | 6.12
z k‘—O( ) (k) 2702713@_'_]{7_'_@.2 ) ( )

The above Eqn. (6.12) can be further expanded as:

. 1 27, 27sc +1 1
e _ _1 0 sc sc 0 _1 1 1
==l (0) {2%36 " 2%30+1}z 0 (1) (6.13)

2T 27 + 1 1
. s — 27,
2Tee +1 276 +2

On simplifying we get,
z7Te =1 — ¢z, (6.14)

whereg = TT—+1 andr,. is the random fractional delay defined in Egns. (6.9) and)6.1

respectively.

Substituting Eqn. (6.14) into (6.11) we have,
T.(2) = 2(2)[1 — 271, (6.15)
Further expanding it we obtain,
1.(2) = 2(2) — sz ta(2), (6.16)
Applying inversez-Transform, we get,
ze(k) = x(k) —cx(k —1). (6.17)

The sensor output signal k) generated at each sampling instaris sent to the con-
troller via communication channel. From Eqgn. (6.17), it dennoticed that at each
sampling instant the effect of fractional delay,f is compensated in the communicated
state variabler.(k) using the immediate past state, the current state and ptame
The same communicated state variahlg:) is further used to compute the sliding sur-
face.

The mathematical representation of compensated randokefplass within the net-
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work is given as,

xp(k) = (1 B a(k))xc(k) + a<k)xc(k B 1>7 (618)

wherez.(k) is the compensated communicated state variable availatiie aontroller
anda(k)eR is the stochastic variable which is represented as Berifsodistributed
sequence with,

Pria(k) =1} = E{a(k)} = a, (6.19)

Pria(k) =0} =1 - E{a(k)} =1 — a, (6.20)

where,0 < a < 1 implies the probability that the data packet is lost dngh(k)} is
the expectation of the stochastic variablg:).

Thus,z,(k) can be written as:

zp(k) = (1 — @)z.(k) + az.(k — 1), (6.21)

where,a is the probability of the data packet lost defined in Egqnsl9pand (6.20).
Let the sliding variable that compensate the effect of ramttactional delay and packet
loss is given by:

s(k) = Csxp(k), (6.22)

where,C, is the sliding gain which is calculated using discrete LQRhuod through
proper selection of Q and R matrices.

Substituting the value of, (k) in Eqn. (6.22) we have:

s(k) = (1 — a)xl(k) + az.(k — 1), (6.23)

where,

2 (k) = Csx(k) — <Csx(k — 1), 2l(k — 1) = Csa(k — 1) — <Csx(k — 2)

This completes theroof.

It is assumed that the state packet delay is smaller thanlgempterval if the net-

work is free from congestion. So the data packgt:) with delay is used without loss

106



to compute the sliding surface. However, if the network isrtdaded due to traffic or
congestion, the state packet delay will be larger than sagpiterval. At that instance,
x,(k — 1) will be used to compute the sliding surface. So from Eqn.35.& can be

easily noticed that at each sampling instant the effect mdoan fractional delay and
packet loss in the actual system states are compensateel slidimg surface when it

takes the value,(k — 1) with probabilitya andx’(k) with probability (1 — &).

Once the sliding surface is designed, the next step is tgdeise discrete-time sliding

mode control law which is presented in next section.

6.4 Discrete-Time Networked Sliding M ode Control for
NCSs With Random Fractional Delays and Packet

L oss

This section presents the derivation of non-switchingreigetime sliding mode control
law for NCS using the sliding surface (6.23) Bheorem — 4 below.

Theorem — 4. The non-switching discrete-time sliding mode controflar system
(6.3,6.4) in the presence of random fractional network delays satigfy6.5) with

packet loss and matched uncertaidty) is given as,

u(k) = —(C,G) Y1 — @) [Ha(k) — To(k) + Ko(k) — La(k — 1) —  (6.24)
J(s(k)) + ds(k) — di] — d(k).

where,
H=(1-a)(CF), I =¢(1—-a)C,, K =aC,, L=caCsandJ = {1 — q[s(k)]}

Proof: Let us define reaching law given by Bartoszewicz and Lesske{2014) in

the presence of random fractional delay as:

s[(k+1)h] = {1 = q[s(k)]} — ds(k) + du, (6.25)
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whereq[s(k)] with ¢ as user defined constant satisfying> d», d, andd,

_ ¥
Yt|s(k)]

are mean and deviation dtk).

Remark — 6: The disturbacé(k) appearing in the reaching law is applied through the

network. So, the compensated disturba#i¢é) using Thiran’s approximation is given

as:

dy(k) = d(k) — cd(k — 1), (6.26)

The reaching law in Egn. (6.25) indicates that the systetes@ways move towards

the specified sliding band given as:

Yds

sl < o (6.27)
Substituting the value of(k + 1) in Eqn. (6.25) we get,
(1 — @)z (k + 1) + azl(k) = {1 — qls(k)]} — du(k) + du,

Substituting the value of(k + 1),

(1 —a)[Csx(k+1) — cCsx(k)] + a[Csz(k) — cCsx(k —1)] = (6.28)

{1 —q[s(k)]} — ds(k) + di,

Further, substituting (% + 1) gives

(1 —a)[Cs[Fx(k) + Gu(k) + d(k))] — <Csx(k)] + a[Csx(k) — (6.29)

Co(k = 1] = {1 = q[s(k)]} — ds(k) + du,
Simplifying,

(1 — a)CyFa(k) + (1 — a)CuGlulk) + d(k)) — s(1 — a)Cox(k) +  (6.30)
@Csx(k) - §dCSl’(k’ - ]') = {]- - Q[S(k)]} - ds(k) + d17

Further solving above Eqgn. (6.30), the control law can beesged as:

u(k) = —(C,G) "Y1 — &) [Ha(k) — Tx(k) + Kz(k) — La(k — 1) —  (6.31)
J(s(k)) + ds(k) — di] — d(k).
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where,

H=(1-a)(CF), I =¢(1—-a)C;, K =aC,, L=caCsandJ = {1 — q[s(k)]}.

This completes theroof.

Similarly, the effect of random fractional delay at conlieolto actuator and packet
loss can be compensated at the actuator end. The compeosated signal applied to

the plant is given by:

ua(k) = (1= B)(uc(k)) + Bluc(k — 1)), (6.32)

where,

uc(k) = u(k) —yu(k—1)andu.(k — 1) = u(k — 1) —~'u(k — 2) andy’ = 13—7‘1& and
T.o IS the random fractional delay from controller to actuator.

From Eqn. (6.32) it can be easily inferred that at each sargpfistant the effect of
random fractional delay from controller to actuator is cemgated in..(k) using past
control signal, present control signal and parameténwhile packet loss is compen-

sated which takes the valug(k — 1) with probability 5 and (k) with probability

(1= 5).

The next section discusses about the stability conditionhe closed loop system

such that the system states remain within specified band)(6s2ng control law (6.31).

6.4.1 Stability Analysis

The trajectories of the closed loop system given in Eqgn. ,§&43 drive towards the
sliding surface as mentioned in Eqn. (6.23) for a given adletr in Egn. (6.31) in

the presence of total networked delaysatisfying Eqn. (6.5), packet loss condition
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satisfyingd < @ < 1 and matched uncertainty satisfying (3.7) such that theotg

condition in Eqgn. (6.33) must exists:
ps’ (k)s(k) = 0. (6.33)
Proof: Consider the compensated sliding surface (6.23),
s(k) = (1 —a)al(k)+ azl(k —1). (6.34)
Let us defined Lyapunov function as,
Vi(k) = " (k)s(k). (6.35)
Taking the forward difference we have,
AV, (k) = sT(k + 1)s(k 4+ 1) — s7(k)s(k). (6.36)
Using Eqgn. (6.34) we get,
AVi(k) = [(1=a@)ag(k+1) +az, (k)] [(1-a)a (k+1) +azg (k)] =" (k)s(k). (6.37)
Substituting the value of(k + 1) we get,

AV, (k) = [(1 — @)[Csx(k + 1) — o/ Cox(k)] + aCsx(k) — o/ Cox(k — 1)]]7 (6.38)
(1 —a)[Csx(k +1) — o/Cyx(k)] + alCsx(k) — o' Cyx(k —1)]] — sT(k)s(k).

Further substituting the value ofk + 1),

AVi(k) = [(1 = @)[Co[Fx(k) + G(u(k) + d(k))] — o Csx(k)] + a[Cuz(k) — (6.39)
o/ Csz(k — D] [(1 = @)[Cs[Fa(k) + G(u(k) + d(k))] — o/ Csx (k)] +
[Cz(k) — o/ Cyx(k — 1)]] — s7(k)s(k).

QI

Substitutingu(k) and rewritting above Eqn. (6.39),

AVy(k) =T — s7(k)s(k). (6.40)
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where,I' = [(1 — a)7'[1 — q(s(k))]s(k) — d(k) + d]"[(1 — @) 7' [1 — q(s(k))]s(k) —
ds(k) + di]. The termI’ can be tuned closed to zero by appropriately selecting the
parameter) anda. If T is close to zero thes! (k)s(k) will be larger tharl. Thus for

any small parameterwe have,

I — sT(k)s(k) < ps (k)s(k). (6.41)

Tuning of parameter, leads to AV, (k) < ps’(k)s(k) which guarantees the conver-
gence ofAV, (k) and implies that any trajectory of the system (6.3,6.4) balldriven

onto the sliding surface and maintain on it.

This completes theroof.

6.5 Resultsand Discussions

In this section the effect of proposed control algorithmasidated through simulation
and experimental results carried out in the presence obrarfcactional delay, packet
loss and matched uncertainty. An illustrative examplemgivg Wu and Chen (2007) is

considered for simulation while Quanser DC motor is use@kperimental purpose.

6.5.1 Simulation Results

Consider the continuous-time LTI system as mentioned #h 1.

#(t) = Ax(t)+ Bu(t —7.) + Dd(t), (6.42)
y(t) = Cuz(t), (6.43)
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Dsicr

etizing the above system with sampling intervakct 30msec we get,

w(k+1) = Fa(k)+ Guk —7) + d(k),

where,

F=

c=|
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Figures (6.2) to (6.22) show the nature of the system undevanked environ-
ment with random fractional delays, packet loss situatioth matched uncertainty. In
order to prove the robustness of the proposed algorithmeiptesence of variable net-
worked delay and packet loss the slow time varying distucbasmapplied to the system

as shown in Figure (4.1). The random nature of total netwbikeuced fractional
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delay is modelled using Poisson’s distribution. It is asedrthat at every sampling
instant one event is generated considering total netwoirkduiced delay lesser than
sampling interval with zero trial. So, according to Poissalistribution under these
assumptions the probability of networked delays lessar Hzempling interval will be

p = 0.63 while the probability of the networked delays greater thamgling interval
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Figure 6.16: Magnified compensated control signdk) with 10% packet loss

is1—p = 0.37. Thus, the total network induced fractional delay generavehin
the network i9).003sec < 7 < 0.055sec respectively. Figure (6.2) depict the random
nature of total networked induced fractional delays madkilsing Poisson’s distribu-
tion. Figures (6.3) and (6.4) show the magnified results m$geto controller fractional

delay and controller to actuator fractional delay. As désad in previous chapter, the
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Figure 6.19: Compensated control signglk) with 50% packet loss
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Figure 6.20: Magnified compensated control signdk) with 50% packet loss

processing delays and computational delays ocuuring abseactuator and controller
are neglected due to its negligible effect.

The sliding gairC is calculated using discrete LQR method wigh= diag (1500, 1000)
andR = 1. The computed values of sliding gain comes outtobe- [-1.577 —2.456).
The Quasi-sliding mode band comes out tg4&)| < +0.1 to —0.1 with proper se-

116



2000

1000 ‘

-1000

Compensated control signal ua(k)
o

-2000
0

. . . .
20 40 60 80 100
Time (sec)

Figure 6.21: Compensated control signg{k) with fractional delay greater than sam-
pling interval
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Figure 6.22: Magnified compensated control signgdk) with fractional delay greater
than sampling interval

lection of user defined constant= 10.

The simulation results are discussed in three parts: ()reg(6.5) to (6.14) discuss the
effect of proposed control algorithm for specified netwarkielay range under single
packet transmission (ii) Figures (6.15) to (6.20) desaritte effect of fractional de-
lays on compensated control signal for different packet fsiations and (iii) Figures
(6.21) and (6.22) show the results of compensated congohcomputed at actuator
side when fractional delays are greater than the sampliegvial.

Figures (6.5) and (6.7) show the results of system stataas with initial condition
z(k) =[5 —5]. Itcan be noticed that both the state variables slide tosvdre origin
from given initial condition in the presence of random fracal delays. In order to
show the accurate effect of random fractional delay comgtémsat the output, results
are magnified as shown in Figures (6.6) and (6.8) respegtiltatan be observed that
in both the cases the state variables are computed froralis#mpling. Thus, the effect
of random fractional delay from sensor to controller andtaler to actuator is com-
pensated using the proposed algorithm. The same effectnmbensation is observed
in compensated sliding variable (Figure (6.9)), contrghai (Figure (6.11)) and com-
pensated control signal (Figure (6.13)) respectively. OGseovation of the magnified
results in Figures (6.10), (6.12) and (6.14) it can be ndttbat all the three parameters

are computed from first sampling instant even in the presehsensor to controller
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delay and controller to actuator delay. The amount of detgyserated at both sides
of network at that sampling instant are indicated in Figy6ée3) and (6.4) respectively.
Thus the effects of random fractional delay from sensor tdrodler are compensated
in the sliding surface and remains within the specified b&n27) while controller to
actuator random fractional delay is compensated at thaextand. The efficacy of the
proposed algorithm was further tested under packet lasatsin for different probabil-
ities. Figures (6.15), (6.17) and (6.19) show the resultsoofipensated control signal
for different values ofv = 0.10, 0.30 and0.50 respectively. It can be noticed that when
the packet loss probability within the network’i8% the system shows unacceptable
response with high frequency oscillations. Thus it can kdead that when the packet
loss is generated within the network the robust terms witlegyate more action to sta-
bilize the system which in turn makes the compensated dosigoal oscillatory in
nature. Figures (6.16), (6.18) and (6.20) show the magnrésdlts of the compen-
sated control signal for a given set of packet loss prolasli It can be observed that
when the packet loss probability increase$a& within the network the proposed al-
gorithm cannot compensate the effect of fractional delagaaspared to the cases of
10% and 30% packet losses. Figures (6.21) and (6.22) show the natureropen-
sated control signal when the probabilities of the randamtional delays are greater
than the sampling interval. It can be observed that when tbeabilities of network
fractional delays are reversed than previous case thatis0.37 and1 — p = 0.63
the proposed technique cannot compensate the effect cdmafractional delays and
the system response becomes unstable with high frequeoitiatbans generated at the
output. Thus, from above results it can be concluded thatribigosed technique works
efficiently with random networked delay 6f003sec < 7 < 0.055sec in simulated en-
vironment. The proposed controller compensates the effeendom networked delay
for ¢y = 10 anda = 0.3 satisfying Egn. (6.5) and shows the stable response satjsfy
condition mention in Egn. (6.33) in the presence of randawtional delays, packet

loss and matched uncertainty.

118



6.5.2 Experimental Results

The state space form of DC Motor plant mentioned in (3.6.k)guEqgn. (3.34) is given

as,
(t) = Ax(t)+ Bu(t —7.) + Dd(t), (6.46)
y(t) = Cux(t), (6.47)
where,
—201 0 1
A g y —= y
1 0 0
- 1
¢=lo 1|,,.D=
- 1

Dsicretizing the above system with sampling intervahof 30msec we get,

z(k+1) = Fa(k)+ Gu(k —7)+d(k), (6.48)
y(k) = Cuz(k), (6.49)
where,
0.001836 0 —0.004753
F= G = :
0.004573 1 —0.0001242
=0 1.
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Figure 6.23: Results of position control of DC Motor with% packet loss

In this section, experimental results are briefly discuseigtd DC motor as a plant
in the presence of random fractional delays, packet lossvaatdhed uncertainty sit-

uations. The position of DC motor is considered as a refereignal. The variable
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Figure 6.24: Result of magnified position control of DC Motath 10% packet loss
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Figure 6.26: Magnified compensated sliding variable Wittt packet loss
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Figure 6.27: Control signal with0% packet loss
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Figure 6.28: Magnified control signal witt)% packet loss

fractional delays are computed using Poisson’s distiioutionsidering the same as-
sumptions as mentioned in the simulation results sectidre vialues of sliding gain
paramete(’s, sliding bands(k)| and user defined constaptire same in order to study

the effect of proposed control algorithm on the real timeeys In simulation section
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Figure 6.32: Magnified compensated control signgk) with 30% packet loss

10000

5000 [-

0

Position Control (degrees)

5000 . . . . . . . . .
0 10 20 30 40 50 60 70 80 90 100
Time (sec)

Figure 6.33: Tracking Response with network delays grehter sampling interval

the effects of control algorithm are well explained undeo thifferent conditions (i) in
the absence of packet loss and (ii) in the presence of pax®t But, when any system

is connected to real time networks there are very few chasicgscure communication
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Figure 6.34: Magnified tracking response with network delgyeater than sampling
interval

between the plant and controller in the terms of data tranSfame of the data packets
will be lost due to various reasons such as jitter, congesirdraffic problems within
the network. So, in real time application it is essentialttalyg the effect of control al-
gorithm in the presence of packet loss and random time dEigures (6.23) to (6.34)
shows the nature of the DC motor plant in terms of referenmeking, compensated
sliding variable, control signal and compensated contigniad for specified random
fractional delays shown in Figure (6.2), matched uncetgahown in Figure (4.1) with
probability of single packet loss = 0.1. Figure (6.23) shows the tracking response of
the DC motor. It can be observed that the position of DC maaontrolled accurately
in the presence of random fractional delays and packet inggisn. In order to show
the effect of time delay compensation the magnified trackasgilt is shown in Figure
(6.24). It can be noticed that the effect of total networkfi@nal delay is compensated
as the output tracks the reference signal at first samplisiguin. The same effect of
fractional delay compensation is observed in compenséitidgvariable and control
signal as shown in Figures (6.25) and (6.27) respectivebhsedving the magnified re-
sults shown in Figures (6.26) and (6.28), it can be noticatiltbth the parameters are
computed from first sampling instant. Thus the effect of mandractional delay from
sensor to controller is compensated at the sliding surfabe.magnified result of ran-
dom fractional delay from sensor to controller is shown igufe (6.3). Figure (6.29)
shows the nature of compensated control signal. It can beeadthat the effect of ran-
dom fractional delay from controller to actuator is comad at the actuator side and
converges to zero rapidly without increasing the amplitidee magnified result of the
same in Figure (6.30). The magnified result of controllerdtmator delay is shown in
Figure (6.4). The efficacy of the proposed algorithm wadiertested by increasing the
packet loss probability by three times thatdss= 0.3 for specified network delays and

matched uncertainty. Observing the results of compengatetiol signal as shown in
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Figures (6.31) and (6.32), it can be noticed that the effeftactional delay at the actu-

ator side is still compensated with packet loss probabilfty0%. Figure (6.33) shows

the nature of tracking response when random fractionalydslgreater than sampling

interval. It can be noticed that the performance of the sygjees to unstable condition
and does not compensate the effect of random fractionayslelehe magnified result

of the same is shown in Figure (6.34).

Thus from above implementation results, it can be noticedl tie proposed control

algorithm proves to be robust and efficient controller ahaves the stable response
satisfying condition (6.33) and compensates the effecpetisied random fractional

delays satisfying (6.5) in presence of packet loss and radtahcertainty.

6.6 Conclusion

In this chapter, we proposed the discrete-time SMC (Nornte3wig) algorithm in the
presence of random fractional delay and packet loss in thsepice of uncertainty.
The random fractional delay is modelled using Poisson'gitdigion and packet loss
is modelled using Bernoulli’s distribution function. Thandom fractional delay in
forward and feedback channels are compensated by ThiraroRippation in the slid-
ing surface and actuator end respectively. A novel slidugase is designed using
Thiran’s Approximation. A non-switching type discreteag sliding mode controller
is designed such that system states slide along the proposagensated surface and
maintain within the specified band. The stability conditajrclosed loop NCSs is de-
rived using Lyapunov approach that ensures finite time agevee of system states
in presence of network non-idealities. The effectivendgh® proposed algorithm is
examined under different possible conditions througtsitative example as well as
real time plant. The results proved that the control lawaetiusing Thiran’s Approxi-
mation compensates the random fractional delay precisely i the presence 80H%

packet loss as well as networked delay having values grésstersampling interval.
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CHAPTER 7

DISCRETE-TIME NETWORKED SLIDING MODE
CONTROL (DNSMC)WITH MULPTIPLE PACKET
TRANSMISSION POLICY

7.1 Introduction

In communication domain, generally the data transfer betwe/o devices takes place
in the form of frames or packets. It mainly depends upon tiséadce of communi-
cation. When the distances are shorter the data are traedrmtthe form of frames.
However, when the distances are longer the same frame ikdowa in the form of
small packets in order to have secure and reliable commtimcaln NCSs the data
transfer takes place over the longer distance. So, thoseé#te form of frames are
converted into small packets which are defined as multipbkgis. When such pack-
ets are lost during transmission it is defined as multiple&keatoss. It is necessary
to study the effect of such lost packets during transmissiorthis chapter, a mathe-
matical model is derived for multiple packet loss using @tabty function approach.
The random time delay and multiple packet loss are treatgarately in order to study
the outcome of both parameters on the system. The random goitation delay and
multiple packet loss in the forward and feedback channelcarepensated through
Thiran approximation and probability distribution resipesly. Based on the proposed
approach the sliding surface is designed and discretegliding mode control law
is derived that computes the control actions in the presehcandom network delay
and multiple packet loss. The stability of the closed loopSN€ also derived using
Lyapunov approach that assures the finite time convergente ipresence of network
non-idealities. The efficacy of the proposed algorithm iameed through simulation
and experimental results in the presence of random commatimncfractional delays

and multiple packet loss.



7.2 Problem Formulation

Figure (7.1) depicts the block diagram of networked corgystem with multiple pack-
ets transmission. It can be observed that the state infamand control information
available through sensor and controller are splitted inftinen of small packets and
transmitted through the network. These transmitted packat suffer from sensor
to controller random delay and controller to actuator randtelay. During multiple
packets transmission it is necessary to consider threereift situations (i) none of the
packets are lost (ii) any one or more than one packet is logtipall the packets are
lost. If second or third situation arises during transnoisshe frame structure would be
incomplete at the controller side and the false controbastwill be generated which
affects the performance of the system. The multiple padiestsived at the controller
side and actuator side are converted in the form of framesgdxed length and after

processing in the form of small packets they are transmittéedk to the networks.

T e T s T ——— 1
| Actuator Actual Plant I
I [—* |
T F;ﬂ_k}_ i d_‘k}_ ______ ‘: Sensor :
| Time Delay Compensator I |
R ¥ T T | |
| Control multiple packet compensator |_ — — _|
us{ kh_TJ}T‘T T T TU'(kh—Tc;J ><1fk]I"""""I rl xi(K)
Ty Networked Medium T
Uaf k}T T TT uif k) xn{ kh—1..) ll l lm(kh —Tae)
M 1 — [tiple
sik] | Time dela | State iy
Controller |¢ : Vo le—
< Compensator |e packet
< compensator

Figure 7.1: Block diagram of NCS with multiple packets traission

In order to study the effect of multiple packet loss undedmn time delay com-
pensation on the system it is necessary to developed thematttal model of mutiple
packet loss in the forward and feedback channel. The nertesegdescribes the math-
ematical model of mutiple packet loss that is generated sensor to controller and
controller to actuator. The concept of probability disation function is used to mod-

elled multipe packet loss.
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Multiple Packet L ossModel From Sensor to Controller and Controller to Actuator

As discussed earlier, in mutiple packet loss model the feaane splitted in the form of

small packets. Let, the plants states are splittedsirequal parts given as:
w(k) = |aT(k) 2L(k) ... 2T(k), (7.1)

and every part of plant state is lumped into packet.

Similarly, let the control signal is splitted intoequal parts given as:
T
u(k) = [ul (k) wf(k) - uT(h)) (7.2)

and every part of control state is lumped into packet. whefé)eR", r,eZ* and

I, = nandu;(k)eR%, s;eZ 1 andXi_, = p.

(2

For, simplicity we consider the case that the plant statdsantrol signals are splitted

Actuator Physical Sensor
Node Plant Node
Uk x(k)
u1(k) U2(k)
S6

-
CONTROLLER ]

7~

Figure 7.2: Schematic Diagram of NCSs with state data frgstittexd in two parts

in two parts. Figure (7.2) describes the schematic diagrbnetworked control sys-
tem with multiple packet transmission with state data frasitted in two equal parts.
As shown in Figure (7.2) two different cases are consideramh side of the network
medium in form of switch positioi®; to Ss. When the switch position is &f; or Sg
none of the packets will be lost or either all the packet walllbst at the controller and
actuator side but when the switch is at positi§nor S, and S, or S5 anyone packet
is lost on either side of the channel. As shown in Figure (@atXampling instank,
the state data packets available at the input of the coetraill be X ¢; (k) and X ¢, (k)

respectively.
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Thus the process of state data transmission can be desesbieliows:

Case — I If the switch is in positionS; then,

r1(k—1); ifry < P
X01<k> _ 1( ) 1 lossl
x1(k); if otherwise
To(k —1); if rg < Plogs
XCQ(]{}) _ 2( ) 2 loss2
zo(k); if otherwise

Case — II: If the switch is in positionS; then,
Xcl(k:) = SL’l(k}>

ok —1); 1f rg < P
XCQ(/C) _ 2( ) 2 loss2
zo(k); if otherwise

Case — III: If the switch is in positionS; then,
x1(k—1); ifry < Poss

XCl(k?) _ 1( ) 1 l 1
z1(k); if otherwise

Xco(k) = zo(k)

where,0 < P,.1 < 1 and0 < P, < 1 is the probability of multiple state packet

loss over the network and, r, are the random variables uniformly distributed over the

interval [0,1].

It is also assumed that the measured outputs, which areadeuivto states of the sys-

tem are sent to the controller via communication channeh Aesult, the measurement

may involve randomly varying communication delays. The oamicated state vari-

able over the network having the random delays from sensmortroller is given by:

Xei(k — 7y
() = 1 ) |

XCQ(k — ’7A'Sc>

simplyfying it we get,

2(k) = Z1 X c1(k — 7o) + ZoXo(k — 7o),
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where,
7y = diag(1,,,0) andZ, = diag(I,,,0).

Thus the generalized equation is given by:

ZL’C(]{?) = Z::OZZ'I‘Z(]{: - 7A—sc)a (74)

where,Z; = diag(0, ...., I,,,....0), z.(k) is the communicated state variable over the
network andr,. is sensor to controller random fractional delay.
Similarly, the process of control data transmission candsedbed as follows:

Case — IV If the switch is in positionSg then,

ul(k: - 1)7 If T3 < Boss?)
Uy (k) = . .

uy(k); if otherwise

u2(k3 - 1)7 If T4 < Boss4
Us(k) = :

us (k) if otherwise

Case — V: If the switch is in positionS; then,
Ui (k) = ui (k)
UQ(]{? - 1)7 if ry < Bossél

Ua(k) = . .
us(k); if otherwise

Case — VI If the switch is in positionS, then,

U (k}) u1<k - 1)7 If r3 < Ploss3
1 pu—
uq (k); if otherwise

UQ(kZ) = UQ(I{?)

where,0 < P,.3 < 1 and0 < P,.4 < 1 is the probability of the multiple control

packet loss over the network angl r, are the random variable uniformly distributed
over the interval [0,1].

The measured outputs, which are equivalent to control Emfrthe system are sent to
the actuator via communication channel. As a result, thesoreanent may involve

randomly varying communication delay. The communicateatradled variable over

the network having the random delays from controller to aictuis given by:
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Simplyfying it we get,
ua<k> = D1U1<k_%ca> +D2U2<k_7:ca>7 (75)

where,
Dy = diag(15,,0) and Dy = diag(1,,0).

Thus the generalized equation is given by:
ua<k> = E;:ODjuj<k - 720a>7 (76)

where,D; = diag(0, ...., I,,, ....0), uq(k) is the control signal available at actuator side
andr,, is controller to actuator random fractional delay.

Remark — 9: In this chapter nature of the system, total random fraetio@etwork
delaysr, sensor to controller random fractional detgyand controller to actuator ran-

dom fractional delay,, would remain same as described in section (6.2).

Problem Statement: The main objective, is to design the discrete-time sliagimagle
control law for system (6.3,6.4) in the presence of randautional delayr,. and7,,

with multiple packet loss situation and matched unceryasatisfying (6.5).

Once the mathematical model of multiple packet loss is édrihe next step is to de-
sign the compensated sliding surface and discrete-timeeaidew that compensates the
effect of random fractional delays in the presence of midtgacket loss and matched

uncertainty.

7.3 Design of Sliding Surface With Multiple Packet L oss

This section describes the designing of compensated glsiimface under multiple
packet loss presented in the formlaémma — 4.
Lemma — 4: The compensated sliding surface for the given system @43, with

sensor to controller random fractional delay under mutiphcket loss and matched
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uncertainty satisfying condition (6.5) and (3.7) is given a
s(k) = Ei_o[CsZiwi(k) — <CsZiwi(k — 1)), (7.7)

where,(C; is the sliding gaing is the parameter designed using Thiran Approximation.
Proof: The sliding variable with sensor to controller random fiaeal delay and mu-
tiple packet loss is given as:

s(k) = Csx.(k). (7.8)

Substitutinge..(k) from Eqn. (7.4) to Egn. (7.8) we get,
S(k:) = Z;:OCSZixi(k - 7186)7 (79)

where,7,. is random fractional delay from sensor to controller.

The random fractional delay from sensor to controllgr) is model using Poisson’s
distribution function defined in Egns. (6.9) and (6.10) exgjvely.

Applying z-transform to above Eqn. (7.9) we get,

s(k) = SI_oCsZi[wi(z)z 7], (7.10)
Using Thiran Approximation and Eqn. (6.14),™ is given as
s(k) = S_oCsZimi(2)[1 — <271, (7.11)

where¢ = TT—H

Applying inversez-transform to above Egn. (7.11) we get,
s(k) = XI_ CsZixi(k) — sz (k — 1)]. (7.12)
Further simplification,
s(k) = X_[CsZsxs (k) — <Cy Zixy(k — 1)). (7.13)
This completes theroof.

The above Eqn. (7.13) represents compensated slidingceunwah multiple packet
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loss. Itis noticed that at each sampling interval the efdéclelayed sensor packets are
compensated through immediate past state data packatsnstate data packets and
parametet. While the effect of multiple packet loss is compensatedufjh probabil-
ity distribution function. If random variable is greater than packet loss probabilities
then the data packet(k) is received and, if random variabtés lesser than packet loss

probabilities therr; (k — 1) will be received at the controller.

The next section represents the design of discrete-tirdenglimode control law
along with stability analysis in the presence of multiplelgzt loss and matched uncer-

tainty.

7.4 Discrete-TimeSliding M ode Control Law With Ran-
dom Fractional Delay and Multiple Packet L oss

This section discusses the derivation of discrete-tintirglimode control law for NCS
using sliding surface (7.13) in the form @theorem — 5.

Theorem — 5: The discrete-time sliding mode control law for system 6.8) in the
presence of sensor to controller random fractional détay, multiple packet loss and

matched uncertainty(k) satisfying (3.7) is given as,
u(k) = —(C,G) [Hwi(k) — Ix;(k) — J(s(k)) + dg(k) — di] — d(k).  (7.14)
where,

G =%_(Z,G),H=%_,(C;Z;F), I =XI_,a/CsZ;, andJ = {1 — q[s(k)]}.
Proof: Let us define non-switching reaching law described in (bc&@msidering the

same parameters in the presence of network fractional dstay
s[(k+ 1)h) = {1 — qls(k)]} — du(k) + du. (7.15)

The above all parameters such{ags(k)|}, d(k), d;, condition of user defined con-

stanty and sliding bands(k)| remain same as defined in Egns. ((6.25) to (6.27))
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respectively.

Substituting the value of(k + 1) in Eqn. (7.15) we get,
Substituting the value of; (k + 1),

S ZiCulFai(k) + Glu(k) + d(k))] - o/ ZCu,(k) = (7.16)

{1 —qls(B)]} — du(k) + dr.
On simplifying gives,

{1 —q[s(k)]} — ds(k) + di.
Further solving the above Eqn. (7.17) control law can be esg®d as:
u(k) = —(C,G ' [Haiy(k) — Ix;(k) — J(s(k)) +dy(k) — dy] —d(k). (7.18)

where,

G =51 (Z:G), H = X7_o(C.Z:iF), I = S_yo'Cs Z;, and.J = {1 — q[s(k)]}.

This completes theroof.

The control law defined in Eqn. (7.18) is transmitted to thevoek in the form of
small packets. These packets will experience the contrtallactuator fractional delay.
Thus the mathematical model of multiple packets with cdlgrdo actuator fractional
delay is given as:

Ua(k?) = ZjZODjuZ(k: — %ca)a (719)

where, D; = diag(0, ..., I, ....0), u.(k) is the control signal computed at actuator
side andr,, is controller to actuator random fractional delay definetshgi$oisson’s
distribution.

Using Thiran Approximation the communicated control signaqgn. (7.19) can be
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transformed to compensated control signal as,

ua(k) = Ej‘:QDjuj(k> — ﬁ/DjujU{; — 1), (720)
p= 13%(2@'
From Eqgn. (7.20), it can be noticed that at each samplingimishe effects of random

packet loss and random network delay from controller toatotuare compensated in

control signal through proposed technique.

The next section discusses about the stability of the clésma system such that the

system states remain within the specified band using cdairo{7.18).

74.1 Stability Analysis

The trajectories of the closed loop system (6.3,6.4) withdbntroller mentioned in
Eqgn. (7.18) in the presence of random fractional délgysatisfying (6.26), multiple
packet loss and matched uncertaidty) drive towards the sliding surfa¢&.13) such

that the following condition holds true:
ns’ (k)s(k) = 0. (7.22)
Proof: The compensated sliding surface in (7.13) is given by:
s(k) = 3I_,CiCsxy(k) — o/ Z;Csi(k — 1). (7.22)
Let us consider Lyapunov function as,
Vi(k) = sT(k)s(k). (7.23)
Taking forward difference we have,

AVy(k) = sT(k+ 1)s(k + 1) — s7(k)s(k). (7.24)
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Using Eqn. (7.13) we get,

AV (k) = [S1_ZiCsxi(k + 1) — o/ Z;Cs (k)T [20_o Zs (7.25)
Cyzi(k) — o' Z;Cyxi(k — 1)) —
sT(k)s(k).

Substituting the value of;(k + 1),

AVL(E) =[Sy ZiCu[Fak) + Glu(k) + d(R))] — o' ZCoa(B) T[Sy ZiCy (7.26)
[Fz;(k) + G(u(k) + d(k))] — & Z;Cyz;(k — 1)] —
sT(k)s(k).

Substituting the value af(k) and further simplifying it we get,
AV, (k) = k — sT(k)s(k). (7.27)

where,
k= [[1 — q(s(k))]s(k) — ds(k) + di]T[[1 — q(s(k))]s(k) — ds(k) + di]. The terms
can be tuned closed to zero by appropriately selecting traapeter). If « is closed to

zero thers” (k)s(k) will be larger thans. Thus for any small parametgemwe have,
AV, (k) < ns” (k)s(k). (7.28)

Thus, by tuning the parameter we have AV (k) < ns” (k)s(k) which guarantees the
convergence oAV, (k) and implies that any trajectory of the system (6.3,6.4) bl
driven onto the sliding surface and maintain on it.

This completes theroof.

7.5 Resultsand Discussions

In this section the efficacy of the designed control algonitis validated in the pres-
ence of multiple packet loss and matched uncertainty apppli¢he input channel of the

system. The simulation results are carried out using st example while imple-
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mentation results are carried out on DC motor plant consigesarious possibilities of

multiple packet loss.

7.5.1 Simulation Results

Consider the continuous-time LTI system as,

#(t) = Ax(t)+ Bu(t —7.) + Dd(t), (7.29)
y(t) = Cuz(t), (7.30)
where,
-0.7 2 —0.03
A = y - ]
0 =15 -1
1
C=|1 o,D=]| |.
1

Dsicretizing the above system with sampling intervahof 30msec we get,

v(k+1) = Fa(k)+ Gu(k —7) +d(k), (7.31)
y(k) = Ca(k), (7.32)
where,
0.9792  0.05805 —0.001771
F — y G - )
0 0.956 —0.02934
C=|1 0
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Figure 7.3: Total networked fractional delay
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Figures (7.6) to (7.21) shows the nature of the system in theemce of network
non-idealities. In order to prove the robustness of the @sed control algorithm slow
time varying disturbance is applied to the input of the syst&igure (7.3) shows the
response of total network induced delay modelled usings®ais distribution. It is

assumed that the probability of the networked delay ledsam sampling interval is

136



respectively.
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p = 0.67 while the probability of networked delay greater than santpinterval is
p = 0.33. This assumption indicates that according to Poissontisiloligion at every
sampling interval at least one event is generated with z&o Thus, the specified net-

work delay range computed through Poisson’s distribusdnio3sec < 7 < 0.055sec
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The sliding gain parameter computed using discrete LQR agettith ) = diag (1000, 1000)

andR = 1is C, = [-14.234 —20.625] havingy = 10. The quasi-sliding mode band
comes out to bés(k)| < +0.1to —0.1.

Figures (7.6) to (7.15) show the nature of state variableing surface, control signal

computed at controller side and compensated control sigrtsr multiple packet trans-
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mission. Figures (7.6) and (7.8) show the nature of statebi@s[;, ] with initial
conditions[5 5] respectively. It is observed that both the state variabtewerge
to zero from their specified initial condition in the preseraf specified random frac-
tional delay and multiple packets transmission. In ordeddtermine the exact effect

of random fractional delay the magnified results of the saraelaown in Figures (7.7)
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and (7.9) respectively. It is noticed that both the statéabdes are computed from first
sampling instant even in the presence of random fractioelaydand multiple packet
transmission in forward and feedback channel. The samet efféractional delay com-
pensation is observed in sliding variable Figure (7.10) @mtrol signal Figure (7.12)
computed at controller side. It is observed that both tharpaters are computed from
first sampling instant even in the presence of sensor to@tgrtrandom fractional de-
lay as shown in Figure (7.4). The magnified results of slidiaigable and control signal
computed at controller side are shown in Figures (7.11) @riBj respectively. Figure
(7.14) shows the result of compensated control signal coedpat the actuator end.
Observing the magnified result in Figure (7.15), it is naliteat the effect of random
fractional delay from controller to actuator is also comgadrd as it is computed from
first sampling instant. Figure (7.5) shows the magnifiedltesicontroller to actuator
random fractional delay.

The robustness of the proposed algorithm is further exfalemultiple packet loss.
The multiple packet loss is considered in both the channelsl&aneously. It is as-
sumed that more than one packet is lost on either side of thieneh during transmis-
sion. Figures (7.16), (7.18) and (7.20) show the nature ofpEnsated control signal
computed at actuator side undéf’s, 20% and30% multiple packet loss respectively. It
can be observed that the effect of random fractional detay frontroller to actuator is

compensated precisely as the controller signal is comgfued first sampling instant
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in the case 010% and20% packet loss. While i30% packet loss the effect of random
fractional delay is not compensated. The magnified restiltseosame are shown in
Figures (7.17), (7.19) and (7.21) respectively.

Thus, the proposed control algorithm compensates theteffeandom fractional delay

and shows the stable response satisfying Eqn. (7.21) inrésepce of multiple packet

loss and matched uncertainty.

7.5.2 Experimetal Results

In this section the proposed control algorithm is validabedQuanser DC Motor as
a plant connected in networked medium. The position of théomis controlled for
the given reference input in the presence of mutiple packesmission and matched

uncertainty. The state space form of DC Motor plant of EqrB843is given as,

z(t) = Ax(t)+ Bu(t—7.)+ Dd(t), (7.33)
y(t) = Cuz(t), (7.34)

Dsicretizing the above system with sampling intervahof 30msec we get,

z(k+1) = Fa(k)+ Gu(k —7)+d(k), (7.35)
y(k) = Ca(k), (7.36)
where,
0.001836 0 —0.004753
F == y G = 1]
0.004573 1 —0.0001242
C=10 1}.
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Figures (7.22) to (7.35) show the nature of DC motor planhanpresence of ran-
dom network fractional delay, multiple packet loss and metcuncertainty. The val-

ues of sliding gainCs, sliding band|s(k)| and user defined constantare same as
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considered in simulation section. The results of positiontil, sliding variable, con-
trol signal computed at the controller side and compensatatrol signal computed

at actuator side are carried out in the presence of specigaslork delay range of
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0.003sec < 7 < 0.055sec. This delay range is computed through Poisson’s distribu-
tion under same assumptions mentioned in simulation geciibe slow time varying
disturbance is applied to the input of the system defined ashed uncertainty.

The implementation results are carried out in two partgh@)first part (Figures (7.22)

to (7.29)) describes the effect of compensation algoritinthe system under multiple
packet transmission, (ii) while second part (Figures (Yt8@7.35)) specifies the effect
of random fractional delay on the control signal computethatactuator side in the

presence of multiple packet loss.
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Figure (7.22) shows the nature of reference tracking respohDC motor plant in the
presence of network non-idealities. It is noticed that theifion of the DC motor is
controlled according to change in the reference signahfeispecified fractional delay
and matched uncertainty under multiple packet transmmssimorder to show the exact
effect of compensation the magnified result of the same iwsho Figure (7.23). It
is observed that the output signal responds the referepcg @t first sampling instant
even in the presence of random fractional delay. The sametedf compensation al-
gorithm is observed in sliding surface (Figure (7.24)), toolnsignal computed at the
controller side (Figure (7.26)) and compensated contgulalicomputed at the actuator
side (Figure (7.28)). It can be observed that all the threamaters slides towards the
origin and remain within the specified ba@l27) over a finite interval of time. The
magnified results of the same are shown in Figures (7.287)Yand (7.29) respec-
tively. Observing the magnified results it is noticed thaitla¢ three parameters are
computed from initial sampling instant even in the presafcEnsor to controller frac-
tional delay and controller to actuator fractional delay.

Figures (7.30) to (7.35) show the nature of compensatedaasignal computed at
actuator side under multiple packet loss. It is assumednthgtiple packet loss takes
place on either side of the network medium. So the actuatedfemultiple packet loss
can be studied at the actuator side rather than controtler Sigures (7.30), (7.32) and
(7.34) shows the nature of compensated control signal aidhetor side with packet
loss probabilities ofl 0%, 20% and30% respectively. It is noticed that as the multiple
packet loss probability increases the robust terms wilegate more control actions to
stabilize the system which in turn makes the system osgillah nature. The control
signal shows the unacceptable response when the packedrtgsability increases to
30%. Moreover, it is also observed from magnified results ((¥.84.33) and (7.35))
that the effect random fractional delay within the netwalaiso not compensated as
the packet loss is increased.

Thus, from results it can be noticed that with real time systiee proposed algorithm
shows the stable response satisfying (7.21) udd@rmultiple packet loss for the spec-

ified random fractional delay and matched uncertainty.
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7.6 Conclusion

In this chapter, time delay approximation algorithm is pegd in discrete-time do-
main that compensates the effect of variable fractionaydil the presence of mutiple
packet loss condition. The random fractional delay is medalsing Poisson’s distri-
bution while multiple packet loss is modelled using proligbdistribution function.
The multiple packet loss model is derived at the controliee sis well as at the actu-
ator side. The effects of random fractional delay as well a#tiple packet loss are
compensated in forward channel as well as feedback chaRmeldiscrete-time sliding
mode controller is designed based on the proposed slidiigcgu The stability condi-
tion of the closed loop system is derived using Lyapunovaaghn such that the system
states remain within the specified band over a finite inteo¥dime. The efficacy of
the proposed control algorithm is checked under differemtdttions through illustra-
tive example and real-time plant. The simulation and expenital results shows that
the discrete-time control law derived using Thiran’s Appnoation technique compen-
sates the effect of random fractional delay even in the pieesef multiple packet loss

with probability of20% and matched uncertainty.
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CHAPTER 8

CONCLUSION, FUTURE SCOPE AND
CHALLENGES

8.1 Conclusion and Future Scope

In this thesis, a novel idea of compensating the fractioeyin the sliding surface is
introduced. The effect of fractional delay generated in NIDS to the presence of the
communication medium is compensated using Thiran apprabam technique. The
sliding surface designed so that it slides along the preaiéted surface according to
fractional delays. Using this novel approach, a switchiye discrete-time networked
sliding mode controller is designed which computes thercbsequences in the pres-
ence of deterministic fractional delay and matched unizeyta The stability of the
closed loop system is assured by using Lyapunov approach.efficacy of the pro-
posed algorithm is tested on DC Servo motor setup with diffenetwork delays and
external disturbances. The results were also comparedh@ttonventional SMC. It is
concluded that the fractional delay approximated usingarhapproximation is more
efficient technique as it compensates the fractional né&ebdelays then conventional
discrete-time sliding mode control.

The major drawback of switching type discrete-time slidmgde controller is that it
generates more chattering due to which the system generstédiatory type of be-
haviour. So, to overcome this issue a non-switching typereis-time sliding mode
controller is designed such that system states slide alomgtoposed compensated
surface and maintain within the specified band. The stgholitthe closed loop sys-
tem is assured using Lyapunov approach through proposedttaw. The efficacy
of the proposed algorithm is tested through illustrativareple as well as DC servo
motor setup with different deterministic fractional dedand matched uncertainty. The
results were also compared with switching type SMC as wettawentional SMC.
It is concluded that non-switching type SMC provides fastanvergence without in-

creasing the amplitude of control signal and offers betttional delay compensation



than switching-type SMC and conventional SMC. The efficadye proposed control
algorithm is also tested under real-time networks usinggdfume simulator. The per-
formance of the control algorithm is checked using CAN andt@wed Ethernet as a
network medium in the presence of packet loss conditioraritlee noticed from results
that the control law derived using Thiran’s Approximaticongpensates the effect of
fractional network delay very precisely even in the presesicreal-time networks and
packet loss situation.

Later on, the concept of Thiran Approximation is used in Mrdte Output feedback
approach in which the sliding surface and control law arepmated based on availabil-
ity of the output information. The main advantage of usindtirate output feedback
approach is that the system states are computed based outplog information avail-
able and the error between computed as well as estimatedvatrébles becomes zero
exactly after one sampling instant. Using this novel apginca multirate output feed-
back discrete-time networked sliding mode control law isvéel that compute the con-
trol sequences in the presence of deterministic fractidelaly and matched uncertainty.
The stability condition of closed loop NCSs is derived usiygpunov approach that
ensures finite time convergence of system states in presémetwork non-idealities.
The effectiveness of the proposed algorithm is examineeudifferent possible con-
ditions through illustrative example.

Further, the concept of Thiran Approximation is examinedremdom fractional de-
lays with single packet loss situation. The random fraclatelay is modelled using
Poisson’s distribution function and packet loss is modkellsing Probability distribu-
tion function. The discrete-time sliding mode controledesigned using compensated
sliding surface in the presence of random fractional delpgsket loss and matched
uncertainty. The stability of the closed loop system is\astithat ensures finite time
convergence in the presence of random fractional delakepdass and matched un-
certainty. The effectiveness of the proposed control dlgoris examined through DC
servo motor setup under random fractional delay and paokst IThe results proved
that the control law derived using Thiran’s Approximatiantpensates random frac-
tional delay accurately even in the presence of single pdoks with probability of
30% as well as networked delays having values greater than gagripterval.

Lastly, the same concept of Thiran Approximation is caroetifor random fractional

delay with multiple packet loss situations. The multiplelet loss situation is mod-
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elled using Probability distribution function while randdractional delay is modelled
using Poisson’s distribution. The discrete-time slidingd®a control law is derived that
compensates the effect of random fractional delay with iplelpacket loss using com-
pensated sliding surface. The stability of the closed lo@SNs assured through Lya-
punov approach under multiple packet transmission. Thaeifity of proposed control
algorithm is verified through DC servo motor plant under @ndractional delay, mul-

tiple packet loss and matched uncertainty. The resultssprtivat the proposed control
law works efficiently and compensates the effect of rand@ctional delay even in the
presence of multiple packet loss with probability30f% as well as networked delays

greater than sampling interval.

In future, the proposed control algorithm can be extendeWoeless Networked Con-
trol System (WNCS) as it possesses random time delay anctplads. Morover the
efficacy of the proposed algorithm is checked for directcttrre NCS. The same can
be extended for hierarchical structure and shared netwauktare NCS. The results
proved that proposed control algorithm operates properlyife state feedback based
controller in all different situations such as determiigistelay, random delay, single
packet loss and multiple packet loss. In future, the saméwan be extended for

multi-rate output feedback controllers considering theesaetwork non-idealities.

8.2 Challenges

In Networked Control System although much work has beenethaut, but still there
are various challenges that has to be taken care while degigny control algorithm.
NCS deals with various open research problems due to themqre®f communication

medium. Some of the challenges are:

¢ In some of the applications it might be possible that theydele greater than
the sampling interval. So, in such cases the control algyordesigned for time
delay lesser than sampling interval will not able to workaadfintly. Thus, in such
cases there is a need for developing some robust technigigh tékes care of
the networked delay having value greater than samplingvalte

e There are no standard algorithm available in the literattinat discusses about
the variable packet loss model. However, in the existingemahetwork-induced
delays and packet dropouts are lumped together. As a ré@galhard to distin-
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guish their respective effects on NCSs. Thus, there is neredeiveloping some
model that takes care of only packet loss.

In event-triggered control and filtering, it is often to assuthat packet dropouts
and packet disorders do not occur. This assumption is natipahwhen pack-
ets are transmitted through a communication network. Hodet with packet
dropouts and packet disorders in event triggered contifidaring is challeng-
ing. Up to date, taking packet dropouts and packet disongéssaccount, no
efficient approaches are proposed to design event triggeredllers and filters.

Distributed networked control and distributed networkdzh8ltering are still at-
tractive and challenging. Although some results on theseesare reported in the
literature, they are usually based on some strong assumspiiben parts of net-
work constraints are taken into account. In fact, many pralfactors need to be
considered for distributed control and filtering in netwerkvironments. To men-
tion a few, network-induced delays in different channelsMeen an agent and
its neighbours are different and time-varying, packet drdp occur randomly in
different communication channels, the topologies of thendgin a distributed
system are not always the same at any time, and so on. Thdeesfawleed
make the analysis and synthesis of distributed networkatt@cand distributed
network-based filtering more complicated, especially fstributed systems with
a large number of agents. (Zhaeal., 2016)

For industrial control and applications of NCSs, it is ie&ing to investigate
possible positive effects of network-induced delays arkeiedropouts on NCSs.
There is no such algorithm designed that considers theiypogtfect of these
parameters for industrial applications.

150



10.

11.

12.

13.

14.

REFERENCES

Argha, A., L. Li, W. Steven, andH. Nguyen (2015). Discrete-time sliding mode
control for networked systems with random communicatidayke | EEE Proceedings
of American Control Conference.

Asif, S. andP. Webb (2015). Networked control system-an overvielmter national
Journal of Computer Applications, 115(6), 26—30.

Astrom, K., J. Apkarian, P. Karam, M. Levis, andJ. Falcon, Student Workbook:
QNET DC Motor Control Trainer for NI ELVIS. Quanser, 2015.

Bartolini, G., A. Ferrara, andV. Utkin (1995). Adaptive sliding mode control in
discrete-time system#&utomatica, 32(5), 773—796.

Bartoszewicz, A. (1996). Remarks on discrete-time variable structure obaystems.
|EEE Transactionson Industrial Electronics, 43, 235-238.

Bartoszewicz, A. (1998). Discrete-time quasi-sliding-mode control sw&s. |EEE
Transactionson Industrial Electronics, 45, 633—637.

Bartoszewicz, A. and P. Lesniewski (2014). Reaching law approach to the sliding
mode control of periodic review inventory system&EE Transactions on Automatic
Science and Engineering, 11(3), 810-817.

Cac, N., X. Hung, andV. Khang (2014). Can-based networked control systems: a
compensation for communication time delagsierican Journal of Embedded Systems
and Applications, 2(3), 13-20.

Cervin, A., D. Henricksson, B. Lincoln, J. Eker, andK. Arzen (2003). Analysis and
simulation of timing using jitterbug and true tim&EE on Control Systems Magazines,
138(12), 1-12.

Chan, H. (1995). Closed loop control of a system over a communicateiwork with
gueuesInternational Journal of Control, 62(3), 493-501.

Chan, H. andU. Ozguner (1994). Closed-loop control of systems over a communica-
tion network with queues EEE Proceeding of American Control Conference, 811-815.

Cudlar, B., M. Villa, G. Anaya, O. Ramirez, andJ. Ramirez (2007). Observer-
based prediction scheme for time-lag procesidetsE Proceedings of American Control
Conference, 639—644.

Dong, J. andW. Kim (2012). Markov-chain-based output feedback control far st
bilization of networked control systems with random timdage and packet losses.
International Journal of Control, Automation, and Systems, 10(5), 1013-1022.

Drakunov, C., D.lzosimov, A. Loukianov, V. A. Utkin, andV. |. Utkin (1990). Block
control principle, i and ii.Automation and Remote Control, 51(5), 601-609.

151



15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Edwards, C. andS. K. Spurgeon (1996). Robust output tracking using a sliding mode
controller/observer scheminternational Journal of Control, 64(5), 967—983.

Edwards, C. andS. K. Spurgeon, Siding Mode Control, Theory and Applications.
Systems and Control Book Series, Taylor and Francis Ltd8199

Emelyanov, S. andS. Korovin (1981). Applying the principle of control by deviation
to extend the set of possible feedback typgmiet Physics, Doklady, 26(6), 562—564.

Fallaha, C., M. Saad, H. Kanaan, andK . Haddad (2011). Sliding mode robot control
with exponential reaching lawlEEE Transactions on Industrial Electronics, 58(2),
600-610.

Furuta, K. (1990). Sliding model control of a discrete systeBystems and Control
Letters, 14, 144-152.

Gao, H., T. Chen, andJ. Lam (2007). A new delay system approach to network-based
control. Automatica, 4(2008), 39-52.

Gao, W.,, Y. Wang, andA. Homaifa (1995). Discrete-time variable structure control
systemslEEE Transactions on Industrial Electronics, 42(2), 117-122.

Gao, Z. (2013). Integral sliding mode controller for an uncertagtwork control sys-
tem with delay.Computer Engineering and Networking, 277, 31-38.

Ge, Y., Q. Chen, M. Jiang, andY. Huang (2013). Modeling of random delays in
networked control systemgournal of Control Science and Engineering, 2013(2013),
1-9.

Godoy, E. andA. J. V. Porto (2010). Using simulation tools in the development of a
networked control systems research platfoABCM Symposium Seriesin Mechatron-
ics, 4(1), 384-393.

Gou, X. (2009). Controller design based on variable-period sargpdipproach for
networked control systems with random delay&EE Proceedings of International
Conference on Networking, Sensing and Control, 147-151.

Goyal, V., V. Dedlia, andT. Sharma (2015). Robust sliding mode control for non-
linear discrete-time delayed systems based on neural rietwaelligent Control and
Automation, 6, 75—-83.

Guo, P, J. Zhang, H. Karimi, Y. Liu, M. Lyu, andY. Bo (2014). State estimation
for wireless network control system with stochastic uraietyy and time delay based
on sliding mode observeAbstract and Applied Analysis, 2014(2014), 1-8.

Gupta, R. andM. Chow (2010). Networked control system: overview and research
trends.|EEE Transactions on Industrial Electronics, 57(7), 2527—-2535.

Gupta, V., B. Hassibi, andR. Murray (2007). Optimal lgg control across packet-
dropping links.Systems and Control Letters, Elsevier, 56(2007), 439—-446.

Hespanha, J. andP. Naghshtabrizi (2005). Designing an observer-based controller
for a network control system EEE Proceedings of Control and Decision Conference,
848-853.

152



31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

Hespanha, J., P. Naghshtabrizi, andY. Xu (2007). A survey of recent results in
networked control system®&roceedings of the IEEE, 95(1), 138-162.

Hikichi, Y., K. Sasaki, R. Tanaka, H. Shibasaki, K. Kawaguchi, andY. Ishida
(2013). A discrete pid control system using predictors amalaserver for the influ-
ence of a time delay.nternational Journal of Modelling and Optimization, 3(1), 1-4.

Hong, Z., J. Gao, andN. Wang (2014). Output-feedback controller design of a wireless
networked control system with packet loss and time delgthematical Problemsin
Engineering, 2014, 1-7.

Hu, J., J. Liang, H. Karimi, andJ. Cao (2013). Sliding intermittent control for bam
neural networks with delay#\bstract and Applied Analysis, 2013(2013), 1-15.

Jacovitti, G. andG. Scarano (1993). Discrete time techniques for time delay estima-
tion. |[EEE Transactions on Sgnal Processing, 41(2), 525-533.

Janardhanan, S. andB. Bandyopadhyay (2006). Output feedback sliding mode con-
trol for uncertain system using fast output sampling teghei |EEE Transactions on
Industrial Electronics, 53(1), 1677-1682.

Janardhanan, S. andV. Kariwala (2008). Multirate-output feedback-based Ig-optimal
discrete-time sliding mode controlEEE Transactions on Automatic Control, 53(1),
367-373.

Ji, K. andW. Kim (2005). Real-time control of networked control systemsetigernet.
International Journal of Control, Automation and Systems, 3(4), 591-600.

Jiang, X., Q. Han, andX. Yu (2005). Stability criteria for linear discrete-time sysi®
with interval-like time-varying delayl EEE Proceeding of American Control Confer-
ence, 2817-2822.

Jungers, M ., E. Castelan, V. Moraes, andU. Moreno (2013). A dynamic output feed-
back controller for a network controlled system based oaydestimatesAutomatica,
Elsevier, 49(3), 788-792.

Khanesar, M., O. Kaynak, S. Yin, andH. Gao (2015). Adaptive indirect fuzzy sliding
mode controller for networked control systems subjectt@tvarying network induced
time delay.|EEE Transactions on Fuzzy Systems, 23(1), 205-214.

Kim, D., J. Ko, andP. Park (2002). Stabilization of the asymmetric network control
system using a deterministic switching system approRobceedings of the 41st IEEE
Conference on Decision and Control (CDC 02), 1638—-1642.

Kokil, P, H. Kar, andV. Krishna (2011). Stability analysis o f linear discrete-time
systems with interval delay: A delay-partitioning appreadnternational Scholarly
Research Network Applied Mathematics, 2011, 1-10.

Li, H., H. Yang, F. Sun, andY. Xia (2014). Sliding-mode predictive control of net-
worked control systems under a multiple-packet transmmspblicy. |EEE Transac-
tionson Industrial Electronics, 61(11), 201-221.

Li, Y., S. Yang, Z. Zhang, andQ. Wang (2010). Network load minimisation design
for dual-rate internet-based control system&T Control Theory Application, 4(2),
197-205.

153



46.

47.

48.

49.

50.

51.

52.

53.

o54.

55.

56.

S7.

58.

59.
60.

Ling, W., X. Ding-yu, andE. Da-zhi (2007). Some basic issues in networked control
systems.Second |EEE Conference on Industrial Electronics and Applications, 2098—
2112.

Liu, G.,Y. Xia, J. Chen, D. Rees, andW. Hu (2007). Networked predictive control of
systems with random networked delays in both forward andifeek channelslEEE
Transactions on Industrial Electronics, 54(3), 1282—-1296.

Luck, R. andA. Ray (199(). Delay compensation in integrated communication and
control systems: conceptual development and analipseedings of American Con-
trol Conference (ACC90), 2045—-2050.

Luck, R. andA. Ray (199(). Delay compensation in integrated communication and
control systems: implementation and verificatioAtoceedings of American Control
Conference (ACC90), 2051-2055.

Luck, R. andA. Ray (199Q). An observer-based compensator for distributed delays.
Automatica, 26(5), 903-908.

Luck, R. andA. Ray (1994). Experimental verification of a delay compensatibn a
gorithm for integrated communication and control systerrgernational Journal of
Control, 59(6), 1357-1372.

Ma, D. andJ. Zhao (2006). Stabilization of networked control systems viatshing
controllers: an average dwell time approatBEE Proceedings of World Congress on
Intelligent Control, 4619-4622.

Mehta, A. andB. Bandyopadhyay (2009). Frequency-shaped sliding mode control us-
ing output sampled measuremenBEE Transactionson Industrial Electronics, 56(1),
28-35.

Mehta, A. J. and B. Bandyopadhyay, Frequency-Shaped and Observer-Based
Discrete- Time sliding Mode Control. SpringerBriefs in Applied Sciences and Tech-
nology, 2015.

Mehta, A. J. andB. Bandyopadhyay (2016). Multirate output feedback based stochas-
tic sliding mode control. Journal of Dynamic Systems, Measurement, and Control,
138(12), 124503(1-6).

Milosavljevic, C. (1985). General conditions for the existence of a quasigjichode
on the switching hyperplane in discrete variable structyrstems.Automatic Remote
Control, 46, 307-314.

Monsees, G. (2002). Discrete-Time Siding Mode Control. Ph.D. thesis, Technische
Universiteit Delft, —.

Montestruque, L. A. andP. J. Antsaklis (2003). On the model-based control of net-
worked systemsAutomatica, 39(10), 1837-1843.

Moudgalya, K. M., Digital Control. John Wiley and Sons Ltd, 2007.

Mu, S, T. Chu, L. Wang, andW. Yu (2004). Output feedback networked control
system.International Journal of Automation and Computing, 1(1), 26—34.

154



61.

62.

63.

64.

65.

66.

67.
68.

69.

70.

71.

72.

73.

74.

75.

Negi, R., S. Purwar, andH. Kar (2012). Delay-dependent stability analysis of dis-
crete time delay systems with actuator saturatieel ligent Control and Automation,
2012(3), 34-43.

Nilsson, J., B. Bemhardson, and B. Wittenmark (1998). Stochastic analysis and
control of real-time systems with random time delafstomatica, 34(1), 57—64.

Niu, Y. andD. Ho (2010). Design of sliding mode control subject to packeséss
|EEE Transactions on Automatic Control, 55(11), 2623—-2628.

Ono, M., N. Ban, K. Sasaki, K. Matsumoto, andY. Ishida (2010). Discrete modified
smith predictor for an unstable plant with dead time usindaatppredictor. Interna-
tional Journal of Computer Science and Network Security, 10(3), 80—85.

Peng, C. andD. Yue (2006). State feedback controller design of networkedrobnt
systems with parameter uncertainty and state-deksgyan Journal of Control, 8(4),
385-392.

Qiu, J., G. Feng, andH. Gao (2013). Asynchronous output-feedback control of net-
worked nonlinear systems with multiple packet dropoutds fuzzy affine model-based
approachlEEE Transactions on Fuzzy Systems, 19(6), 1030-1040.

R.C.Dorf andR.H.Bishop, Modern Control Systems. Pearson Prentice Hall, 2008.

Ridwan, W. andB. Trilaksono (2011). Networked control synthesis using time delay
approach:state feedback caskternational Journal on Electrical Engineering and
Informatics, 3(4), 441-452.

Sabanovic, A., L. Fridman, andS. Spurgeon, Variable Structure Systems from prin-
ciplesto implementation. IET control engineering, 2004.

Saravanakumar, R., M. S. Ali, C. Ahn, H. Karimi, andP. Shi (2016). Stability of
markovian jump generalized neural networks with interiraktvarying delaysIEEE
Transaction on Neural Network Learning System, 99, 1-11.

Sarpturk, S, Y. Istefanopulos, andO. Kaynak (1987). On the stability of discrete-
time sliding mode control system$EEE Transactions on Automatic Control, 32(10),
930-932.

Shi, Y. andB. Yu (2009). Output feedback stabilization of networked cdrgystems
with random delays modeled by markov chailsEE Transactions on Automatic Con-
trol, 54(7), 1668—-1674.

Shousong, H. andZ. Qixin (2003). Stochastic optimal control and analysis of stapbili
of networked control systems with long delautomatica, 39(2003), 1877-1884.

Song, H., S. Chen, andY. Yam (2016). Sliding mode control for discrete-time systems
with markovian packet dropoutsEEE Transactions on Cybernetics, 99, 1-11.

Su, W., S. V. Drakunov, andU. Ozguner (2000). Ano(t?) boundary layer in sliding
mode for sampled-data systenhEEE Transactions on Automatic Control, 45(3), 482—
485.

155



76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

Sun, Y. andJ. Xu (2009). Stability analysis and controller design for netveal control
systems with random time delaylhe Ninth International Conference on Electronic
Measurement and Instruments, 136-141.

Tang, X. andJ. Yu (2010). Stability analysis of discrete-time systems witlditive
time-varying delays.International Journal of Automation and Computing, 7(2), 219—
223.

Tascikaraoglu, F., I. Kucukdemiral, andJ. Imura (2014). Robust moving horizon
h-inf control of discrete time- delayed systems with in&time-varying delaysMath-
ematical Problemsin Engineering, 2014, 1-13.

Thiran, J. (1971). Recursive digital filters with maximally flat groupeldy. 1EEE
Transactions on Circuit Theory, 18(6), 659-664.

Tipsuwan, Y. andM .-Y. Chow (2004). Gain scheduler middleware: A methodology to
enable existing controllers for networked control anddpkration-part i: Networked
control. IEEE Transactionson Industrial Electronics, 51(6), 1218-1227.

Urban, M., M-Blaho, M. Murgas, andM. Foltin (2011). Simulation of networked
control systems via truetimdechnical Computing Prague, 1(1), 1-7.

Utkin, V., J. Guldner, andJ. Shi, Siding Mode Control in Electromechanical Systems.
Taylor and Francis Ltd, 1999.

Utkin, V. 1. (1993). Sliding mode control design principles and appilice to electric
drives. |EEE Transactionson Industrial Electronics, 40(1), 23—36.

Vallabhan, M., S. Srinivasan, S. Ashok, S. Ramaswamy, andR. Ayyagari (2012).
An analytical framework for analysis and design of netwdr&entrol systems with ran-
dom delays and packet loss&SEE Proceedings of Canadian Conference on Electrical
and Computer Engineering, 1-6.

Vardhan, S. andR. Kumar (2011). Simulations for time delay compensation in net-
worked control systemgournal of Selected Areasin Telecommunications, 1(1), 38—43.

Walsh, G., H. Ye, andL. Bushnell (2002). Stability analysis of networked control
systemslEEE Transactions on Control Systems Technology, 10(3), 438—446.

Wang, B. (2008). On Discretization of Siding Mode Control Systems. Ph.D. thesis,
School of Electrical and Computer Engineering, RMIT Unsrer.

Wang, Y., Q. Han, andW. Liu (2013). Modelling and dynamic output feedback con-
troller design for networked control system&EE Proceedings of American Control
Conference, 1615-1620.

Wang, Y., Z. Xia, Z. Jiang, andG. Xie (2011). A quasisliding mode variable struc-
ture control algorithm for discrete-time and time delaytsyss. | EEE Proceedings of
Control Decision Conference, 107—-110.

Wen, D. andY. Gao (2013). H-inifinity controller design for networked coritsystems
in multiple packet transmission with random delafpplied Mechanics and Materials,
278.

156



91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

102.

103.

104.

105.

106.

Wu, J. andT. Chen (2007). Design of networked control systems with packepduts.
|EEE Transactions on Automatic Control, 52(7), 1314-13109.

Xiaojuan, Y. andL. Jinglin (2010). Bldcm fuzzy sliding mode control based on net-
work control systemlnternational Conference on Advanced Computer Control, 332—
335.

Xiong, J. andJ. Lam (2009). Satbilization of networked control systems witlogi¢
zoh. IEEE Transactions on Automatic Control, 54(2), 358-363.

Yang, F., Z. Wang, Y. Hung, andM. Gani (2006). H-infinity control for networked
systems with random communication delaf=EE Transactions on Automatic Control,
51(3), 511-518.

Yang, T. C. (2006). Network control system: A brief surveyEE Proceedings on
Control Theory Applications, 153(4), 403-412.

Yang, W., L. Fan, andJ. Luo (2010). Design of discrete time sliding mode observer
in networked control systenhlEEE Proceedings of Chinese Control and Decision Con-
ference, 1884-1887.

Yao, D., H. Karimi, Y. Sun, andQ. Lu (2014). Robust model predictive control of
networked control systems under input constraints andgiatopouts.Abstract and
Applied Analysis, 2014(2014), 1-11.

Yi, H., H. Kim, andJ. Choi (2014). Design of networked control system with discrete-
time state predictor over wstournal of Advance Computing Networks, 2(2), 106—109.

Yin, Y., L. Xia, L. Song, andM. Qian (2011). Adaptive sliding mode control of net-
worked control systems with variable time delégternational Conference on Electric
and Electronics, 131-138.

Yu, H. andP. J. Antsaklis (2011). Event-triggered output feedback control for net-
worked control systems using passivity: Time-varying reetinduced delayslEEE
Conference on Decision and Control and European Control Conference.

Yu, J., M. Yu, H. Shi, B. Liu, andY. Gao (2014). Design of multiple dynamic out-
put feedback controllers for networked control systehi&E Proceedings of Chinese
Control Conference.

Yu, Z., H. Chen, andY.Wang (2000). Control of network system with random com-
munication delay and noise disturban@antrol and Decision, 15(5), 518-526.

Yue, D., Q. Han, andJ. Lam (2005). Network-based robust h-infinity control of sys-
tems with uncertaintyAutomatica, 41(1), 999-1007.

Yue, D., Q. Han, andC. Peng (2004). State feedback controller design of networked
control systemslEEE Transactions on Circuits and Systems-I1, 51(11), 640—-644.

Yuhong, H. andS. Yeguo (2010). State feedback controller design of networkedrobnt
system with time delay in the state derivativester national Conference on Computer
Application and System Modeling, 319-322.

Zhang, J., J. Lam, andY. Xia (2013a). Output feedback sliding mode control under
networked environmentnternational Journal of Systems Science, 44(4), 750-759.

157



107. Zhang, J. andY. Xia (2011). Networked predictive output feedback control of ne
worked control system3EEE Conference on Chinese Control Conference.

108. Zhang, L., H. Gao, andO. Kaynak (2013). Network-induced constraints in net-
worked control systems: A survelEEE Transactions on Industrial Informatics, 9(1),
403-416.

109. Zhang, L., Y. Shi, T. Chen, andB. Huang (2005). A new method for stabilization
of networked control systems with random delayEEE Transactions on Automatic
Control, 50(8), 1171-1181.

110. Zhang, W., M. Branicky, andS. Phillips (2001). Stability of networked control sys-
tems.|EEE Control System Magazine, 1(1), 84-99.

111. Zhang, X., Q. Han, andX. Yu (2016). Survey on recent advances in networked control
systemslEEE Transactionson Industrial Informatics, 12(5), 1740-1752.

112. Zhao, Y., G. Liu, andD. Rees (2008). Integrated predictive control and scheduling
co-design for networked control systenh8T Control Theory Applications, 2(1), 7-15.

113. Zhao, Y., X. Sun, J. Zhang, andP. Shi (2015). Networked control systems: The com-
munication basics and control methodologigkthematical Problemsin Engineering,
2015, 1-9.

114. Zhivoglyadov, P. andR. Middleton (2003). Networked control design for linear sys-
tems. Automatica, 39(2003), 743-750.

115. Zhu, X. andG. Yang (2009). State feedback controller design of networkedrobnt
systems with multiple-packet transmissiomternational Journal of Control, 82(1),
86-94.

158



PATENT, PUBLICATIONSAND ACKNOWLEDGEMENTS

¢ Indian Patent

1. A J Mehta, D H Shah, H A Mehta andR D Shah, Discrete-Time Siding
Mode Controller for Networked Control System with Random Fractional Delay,
Application No. 201721015486, May, 2017.

e Book

1. D H Shah andA J Mehta, Discrete-Time Siding Mode Control for Networ ked
Control System, Springer, ISBN-978-981-10-7535-3, http://www.springem/in
/book/9789811075353, Feb. 2018.

o Papersin Referred Journals

1. D H Shah andA J Mehta, Fractional delay compensated discrete-time SMIC
for networked control system, Digital Communication and Networks, Elsevier,
\Vol. 3, No. 2, May 2017, pp. 112-115.

2. D H Shah andA J Mehta, Discrete-Time Siding Mode Controller Subject to
Real-Time Fractional Delays and Packet Losses for Networked Control System,
International Journal of Control, Automation and Syste8jnger, Vol. 15, No.
6, Dec.-2017, pp. 2690-2703.

3. D H Shah andA J Mehta, Discrete-Time Siding Mode Control for Networ ked
Control System with Random Fractional Delay and Packet Loss, International
Journal of Systems, Communication and Control , Inderseiednder Review.

4. D H Shah andA J Mehta, Discrete-Time Siding Mode Control with Distur-
bance Estimator for Networked Control System, International Journal of Systems,
Communication and Control , Inderscience, Under Review.

159



e Papersin International Conferences

1. D H Shah andA J Mehta, Robust Controller Design for Networked Control
System, IEEE International Conference on Computer, Communioadiad Con-
trol Technology(14CT-2014), LangKawi, Malaysia. (ISBN- 978-1-4799-4555-
9), Vol. 2, pp. 385-390, Sept. 2014.

2. D H Shah andA J Mehta, Output Feedback Discrete-Time Networ ked Siding
Mode Control, IEEE International Workshop on Recent Advances in Sliding
Modes(RASM-2015), Istanbul, Turkey. (ISBN-978-1-4799-8948-5), Vol. 1, pp.
143-150, April 2015.

3. D H Shah and A J Mehta, Multirate Output Feedback Based Discrete-Time
Siding Mode Control for Fractional Delay Compensation in NCSs, |IEEE In-
ternational Conference on Industrial Technology, Torp@@nadgl CI T- 2017),
Torronto, Canada. (ISBN-978-1-5090-5319-3), pp. 848;8&&ch 2017.

4. D H Shah and A J Mehta, Discrete-Time Siding Mode Control Using Thi-
ran’s Delay Approximation for Networked Control System, Submitted to 43rd
Annual Conference of the IEEE Industrial Electronics Stgig ECON- 2017),
Beijing, China, (ISBN-978-1-5386-1126-5), pp. 3025-308dv. 2017.

160



o Acknowledgements

1. Received International Travel Grant from Science Edanatnd Research Board
(SERB), New Delhi of 1 Lac to present the research paper ifElEfernational
Conference on Computer, Communication and Control Tedyyqll4CT-2014),

Langkawi, Malaysia, 2014.

2. Received Partial Grant from Gujarat Technological Ursitg in the form of reg-
istration fees to present the research paper in IEEE Inierra Conference on
Industrial Technology (ICIT-2017), Toronto, Canada, 2017

161



	PhD Thesis
	ORIGINALITY REPORT
	PRIMARY SOURCES


